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1
MANAGED GATEWAYS PEERING WITH
EXTERNAL ROUTER TO ATTRACT INGRESS
PACKETS

BACKGROUND

In physical L3 networks, such as the Internet, routers
exchange routing and reachability information using various
routing protocols, including Border Gateway Protocol
(BGP). A primary functionality of BGP is to allow two routers
to exchange information advertising available routes or
routes that are no longer available. That is, a first router may
use this protocol to inform a second router that packets for a
given IP address or IP prefix can be sent to the first router. The
second router can then use this information to calculate
routes.

Within some managed virtualized networks, routes are
calculated by a network controller and pushed down to the
forwarding elements that handle routing within the managed
network. As the controller directs how these forwarding ele-
ments will route packets, there is no need for the exchange of
routing information between the forwarding elements. How-
ever, these managed virtualized networks may send and
receive traffic through external networks. This currently
requires an administrator to manually provide routes to the
routers in the external network.

BRIEF SUMMARY

Some embodiments provide a network control system that
enables logical networks operating in a network managed by
the network control system to peer with and advertise routing
information to physical routers outside of the managed net-
work. In some embodiments, the logical networks contain
logical routers at least partially implemented in managed
gateways, and these gateways use a routing protocol (e.g.,
Border Gateway Protocol) to peer with the external physical
routers. When multiple managed gateways implement the
logical router (or at least the portion of the logical router that
interfaces with the external network), these multiple gate-
ways may separately advertise the same routes to an external
router in some embodiments, thereby allowing the external
router to distribute traffic for the advertised destinations
across the multiple gateways.

A logical router, in some embodiments, connects a set of
logical switches to which virtual machines logically attach.
Each logical switch represents a particular set of IP addresses
(i.e., a subnet), and is implemented in the managed network
across a set of managed forwarding elements to which the
virtual machines physically connect (e.g., through virtual
interfaces). In some embodiments, the logical routers are
implemented in a distributed fashion as well by the managed
forwarding elements that connect to the virtual machines.
However, when the logical router also connects to the external
network via one or more ports, these connections to the exter-
nal network are implemented through the use of one or more
gateways. The gateways, in some embodiments, are respon-
sible for both sending data traffic from the managed network
to the external unmanaged physical network and processing
traffic sent from the external network into the managed net-
work.

In some embodiments, a user (e.g., an administrator) con-
figures a logical network, including a logical router with one
or more ports connecting to the external network, for imple-
mentation within the managed network. In addition, the user
may specify that the logical router, via these ports, should
peer with physical routers in the external network in order to
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exchange routing information. Upon receiving the logical
network configuration, a network controller (or controller
cluster) responsible for managing the logical router selects a
set of gateways for implementing the connection to the exter-
nal networks. In some embodiments, when these ports of the
logical router have been designated for peering with the exter-
nal routers, the network controller assigns each such port to a
different gateway. In some embodiments, these gateways are
spread across clusters of gateways in the network, such that
each port is implemented in a different failure domain.

The selected gateways peer with the external routers using
a routing protocol, such as Border Gateway Protocol (BGP).
In some embodiments, the controller generates routing pro-
tocol data based on the logical network configuration. For
each port of the logical router that faces the external network,
the controller identifies (i) the set of external routers with
which the gateway implementing the port will peer (that is, its
neighbors) and (ii) the set of routes that the gateway imple-
menting the port will advertise. These routes may be simply
the IP prefixes representing the logical switches that connect
to the logical router, or may additionally include other routes
input by the user or dynamically generated by processes that
implement the logical router. In some embodiments, different
ports of the logical router may advertise their routes to dif-
ferent external network routers. Once the network controller
generates this data, along with the routing table data for the
logical router implementation in the gateway, the network
controller distributes the data to the gateways (e.g., through a
hierarchy of network controllers).

In some embodiments, the gateways on which the logical
routers are implemented are host machines grouped in clus-
ters, allocated for hosting logical routers and other services
for logical networks. These gateway machines also include
managed forwarding elements, which serve as tunnel end-
points for packets sent to and from the managed forwarding
elements on which the VMs reside. Some embodiments
implement the logical routers within virtualized containers
that have the ability to store a routing table, such as
namespaces. In addition, some embodiments operate a rout-
ing protocol application, or daemon (e.g., a BGP daemon) in
the namespace. In some cases, a gateway host machine may
have several namespaces operating different logical routers,
some or all of which include a routing protocol application for
peering with the external routers.

One or more daemons may operate on the gateway host
machine outside of the namespaces (e.g., in the virtualization
software of the gateway) in order to receive data tuples that
define both the routing tables and the routing protocol con-
figuration for a particular namespace. This daemon or dae-
mons operate to instantiate the namespace, provision the
namespace with the routing table, and start the routing pro-
tocol application in the namespace. In addition, the
daemon(s) generate a configuration file for the routing pro-
tocol application in some embodiments, and store the con-
figuration file (e.g., in a file system of the host machine) for
access by the routing protocol application.

Upon installing its configuration file, the routing protocol
application begins communication with the external router. In
some embodiments, the application behaves in the same way
as a standard physical router would in terms of its exchange of
information with its neighbors. For example, the BGP dae-
mon of some embodiments opens a BGP session with each
router identified as a neighbor in its configuration, sends
keep-alive messages as specified by BGP, and advertises its
routes to the identified neighbors via BGP packets. In some
embodiments, the BGP daemon also receives BGP packets
sent by its neighbors, and uses these packets to identify



US 9,225,597 B2

3

routes. The BGP daemon of some embodiments either installs
the routes in its local routing table (i.e., within the same
namespace), pushes the routes up to the network controller so
that the network controller can calculate new routing tables
for the gateway routing tables implementing the logical
router, or a combination thereof. In other embodiments, how-
ever, the advertisement of routes only works in one direction,
with the BGP daemon sending out routes to its neighbors but
not installing routes received from those neighbors. That is,
the BGP daemon neither pushes the received routes up to the
network controllers nor installs the routes in the routing table
at the local gateway.

In some cases, multiple gateways that implement the same
logical router (e.g., implementing different ports) may adver-
tise the same routes (e.g., to reach VMs on a particular logical
switch, or to reach a public IP shared by those VMs) to the
same external router. The external router, in this case, will
view these multiple gateways as equal-cost next-hops for
packets sent to the advertised addresses. As such, the external
routers in some embodiments spread packets sent to those
destinations across the various gateways that advertise the
routes. The external routers may use any of a variety of
different equal-cost multi-path (ECMP) techniques to deter-
mine to which gateway a packet should be sent.

In the above-described embodiments, the routing protocol
application resides inline. That is, the application operates on
the gateway, which is the location through which packets are
sent. In some embodiments, however, the network
controller(s) act as a route server for the gateways, and the
routing protocol application resides on the controller. In this
case, the routing protocol configuration is not distributed to
the gateways by the controller, but instead used to instantiate
the routing protocol application on the controller. The con-
troller then advertises the routing information to the external
routers (and potentially receives advertised routing informa-
tion from the external routers). This advertised information
informs the external routers as to which gateways to use for
which routes. As in the inline case, the external routers may
use ECMP techniques to distribute packets sent to the logical
network between the several gateways.

The preceding Summary is intended to serve as a brief
introduction to some embodiments of the invention. It is not
meant to be an introduction or overview of all inventive
subject matter disclosed in this document. The Detailed
Description that follows and the Drawings that are referred to
in the Detailed Description will further describe the embodi-
ments described in the Summary as well as other embodi-
ments. Accordingly, to understand all the embodiments
described by this document, a full review of the Summary,
Detailed Description and the Drawings is needed. Moreover,
the claimed subject matters are not to be limited by the illus-
trative details in the Summary, Detailed Description and the
Drawing, but rather are to be defined by the appended claims,
because the claimed subject matters can be embodied in other
specific forms without departing from the spirit of the subject
matters.

BRIEF DESCRIPTION OF THE DRAWINGS

The novel features of the invention are set forth in the
appended claims. However, for purpose of explanation, sev-
eral embodiments of the invention are set forth in the follow-
ing figures.

FIG. 1 conceptually illustrates a logical network architec-
ture of some embodiments that includes a logical router.

FIG. 2 conceptually illustrates a physical implementation
of the logical network of FIG. 1.
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FIG. 3 conceptually illustrates a network control system of
some embodiments for provisioning managed forwarding
elements, 1.3 gateways, and routing protocol applications in
order to implement logical networks and enable the logical
routers of those networks to peer with external routers.

FIG. 4 conceptually illustrates the propagation of data
through the hierarchical network control system of some
embodiments.

FIG. 5 conceptually illustrates a process of some embodi-
ments for generating and distributing data in order to imple-
ment a set of connections between a logical router in a man-
aged network and an external network.

FIG. 6 conceptually illustrates five separate clusters of
gateway hosts, and the logical router ports (referred to as
uplinks) implemented on those gateway hosts.

FIG. 7 conceptually illustrates a software architecture of
some embodiments for a gateway host machine.

FIG. 8 conceptually illustrates a process of some embodi-
ments for setting up or modifying a [.3 gateway on a gateway
host machine.

FIG. 9 conceptually illustrates a process of some embodi-
ments performed by the routing protocol application (e.g.,
BGP daemon) of some embodiments in order to advertise
routes to external routers for an L3 gateway.

FIG. 10 illustrates both a logical network and the physical
implementation of that logical network in a managed net-
work.

FIG. 11 conceptually illustrates the provisioning of BGP
daemons in the three namespaces on the gateway hosts of
FIG. 10 by a controller cluster that operates to control the
managed network.

FIG. 12 conceptually illustrates the BGP Update packets
sent by BGP daemons in the namespaces according to some
embodiments.

FIGS. 13 and 14 conceptually illustrate the path taken by
traffic ingressing into the managed network of FIG. 10.

FIG. 15 illustrates two logical networks and the physical
implementation of those logical networks in a managed net-
work.

FIG. 16 illustrates the provisioning of BGP daemons in
seven namespaces of FIG. 15 by a controller cluster.

FIG. 17 conceptually illustrates the BGP Update packets
sent by the various BGP daemons of FIG. 15 to an external
router, once the daemons running in the various namespaces
have established adjacencies with the router.

FIG. 18 conceptually illustrate the paths taken by three
packets ingressing into the managed network of FIG. 15.

FIG. 19 conceptually illustrates a process of some embodi-
ments for generating BGP configuration data for a logical
network and then implementing that configuration data by a
BGP service in the controller that generated the data.

FIG. 20 illustrates both a logical network and the physical
implementation of that logical network in a managed net-
work, in which the controller acts as a route server.

FIG. 21 conceptually illustrates data sent by the controller
cluster in order to effectuate a logical router of the logical
network of FIG. 20.

FIG. 22 conceptually illustrates the path taken by several
packets entering the managed network of FIG. 20.

FIG. 23 conceptually illustrates the software architecture
ofacontroller of some embodiments that acts as a route server
for a logical network.

FIG. 24 conceptually illustrates such a managed network
of some embodiments within which a logical network is
implemented, and which uses a separate gateway as a route
server.
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FIG. 25 conceptually illustrates an electronic system with
which some embodiments of the invention are implemented.

DETAILED DESCRIPTION

In the following detailed description of the invention,
numerous details, examples, and embodiments of the inven-
tion are set forth and described. However, it will be clear and
apparent to one skilled in the art that the invention is not
limited to the embodiments set forth and that the invention
may be practiced without some of the specific details and
examples discussed.

Some embodiments provide a network control system that
enables logical networks operating in a network managed by
the network control system to peer with and advertise routing
information to physical routers outside of the managed net-
work. In some embodiments, the logical networks contain
logical routers at least partially implemented in managed
gateways, and these gateways use a routing protocol (e.g.,
Border Gateway Protocol) to peer with the external physical
routers. When multiple managed gateways implement the
logical router (or at least the portion of the logical router that
interfaces with the external network), these multiple gate-
ways may separately advertise the same routes to an external
router in some embodiments, thereby allowing the external
router to distribute traffic for the advertised destinations
across the multiple gateways.

FIG. 1 conceptually illustrates an example of a logical
network architecture 100. The logical network 100 includes
two logical switches 105 and 110 and a logical router 115.
Each of the logical switches 105 and 110 connects several
virtual machines (in this case, two virtual machines (VMs)
are connected by each logical switch, and the logical router
115 connects the two logical switches (i.e., logical layer 2
domains) together. In addition, the logical router connects the
logical network to an external network 120, via three logical
ports. While in this example, the logical router 115 has several
ports connecting to the external network (e.g., as uplink
ports), in some embodiments the logical router may only have
a single port that connects to the external networks.

In some embodiments, the logical network is an abstract
conception of a network generated by an administrator, and
the logical network is implemented in a virtualized, distrib-
uted manner in a managed physical infrastructure (e.g., in a
multi-tenant datacenter). That is, the virtual machines that
connect to the logical switches may reside on various differ-
ent host machines within the infrastructure, and physical
managed forwarding elements (e.g., software virtual
switches) operating on these host machines implement some
or all of the logical forwarding elements (logical switches,
logical routers, etc.).

Alogical router, as in this example, connects a set of logical
switches to which virtual machines logically attach. Each
logical switch represents a particular set of IP addresses (i.e.,
a subnet), and is implemented in the managed network across
a set of managed forwarding elements to which the virtual
machines physically connect (e.g., through virtual inter-
faces). In some embodiments, the logical routers are imple-
mented in a distributed fashion as well by the managed for-
warding elements that connect to the virtual machines.
However, when the logical router also connects to the external
network via one or more ports, these connections to the exter-
nal network are implemented through the use of one or more
gateways. The gateways, in some embodiments, are respon-
sible for both sending data traffic from the managed network
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to the external unmanaged physical network and processing
traffic sent from the external network into the managed net-
work.

FIG. 2 conceptually illustrates such a physical implemen-
tation of the logical network 100. This figure illustrates a
managed network 200 that includes three host machines 205-
215 and three gateway host machines 235-245. The VMs of
the logical network 100 reside on the hosts 205-215, imple-
mented on top of virtualization software (e.g., a hypervisor,
virtual machine monitor, etc.) that operates in the host. Addi-
tional virtual machines that connect to other logical networks
may reside on some or all of these hosts, as well as additional
hosts in the managed network that are not shown in this figure.

In addition to the virtual machines, each of the hosts 205-
215 operates a managed forwarding element (MFE) 220-230.
In some embodiments, this MFE is a virtual switch that oper-
ates within the virtualization software of the host (e.g., Open
vSwitch, or another software forwarding element). In the
example illustrated in FIG. 2, the MFEs 220-230 each imple-
ment both of the logical switches 105 and 110, as well as the
logical router 115. This enables first-hop logical processing in
some embodiments, in which all or most of the logical pro-
cessing for a packet is performed at the first MFE that receives
the packet. Thus, a packet sent from VM 1 to VM 4 would be
processed, by the MFE 220, through logical switch 105 to
logical router 115 and then to logical switch 110. The MFE
220 would identify the logical egress port of logical switch
110 for the packet as the port to which VM 4 attaches, and
map this egress port to a tunnel to the MFE 230 at host 210.

In some embodiments, a network controller (or controller
cluster) provisions the MFEs 220-230 by generating flow
entries, or data tuples that the MFE converts into flow entries.
These flow entries specify matching conditions (e.g., physical
ingress port, logical ingress port, destination MAC or IP
addresses, transport layer S-tuples, etc.) and actions to take on
a packet that matches the conditions (e.g., assign packet to a
logical forwarding element, assign a logical egress port, write
data to register, encapsulate in a particular tunnel, etc.). Thus,
in order for the MFE to process a packet through the logical
network, the MFE matches the packet to a first flow entry,
performs the action (e.g., to modify the packet or store logical
context data in a register for the packet), resubmits the packet
in order to match another flow entry, etc.

The gateway host machines 235-245 of some embodi-
ments host [.3 gateways 250-260 for the logical network 100
that implement the connections between the external network
120 and the logical network 100 (specifically, the logical
router 115). When the physical router 275 receives a packet
with a destination address that corresponds to one of the VMs
of' the logical network 100, or a public IP shared by the VMs
on a logical switch, the physical router 275 sends the packet
to one of the gateway hosts 235-245. The gateway hosts
235-245 also include MFEs, and in some embodiments these
MFEs receive packets from the physical router 275 and hand
off the packets to the L3 gateway in their respective host for
processing.

In some embodiments, a user (e.g., an administrator) con-
figures the logical network 100. Upon receiving such a con-
figuration with several logical router ports connecting to the
external network, a network controller (or controller cluster)
selects the set of gateway host machines 235-245 for imple-
menting this connection. Specifically, some embodiments
select a different gateway host machine for each of these
logical router ports. In some embodiments, these gateways
are spread across clusters of gateways in the network, such
that each port is implemented in a different failure domain.
The network controller calculates a routing table for the logi-
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cal router, a portion of which is implemented at the gateway
host machines and a portion of which is implemented by the
MFEs (e.g., the MFEs 220-230 and those on the gateway host
machines 235-245).

The L3 gateways 250-260 implement the portion of the
routing table of the logical router 115 for north-south traffic
(i.e., traffic sent into and out of the managed network). Some
embodiments only handle ingress traffic, with outgoing traf-
fic sent through other means (e.g., by a direct connection
between the MFEs in the host machines 220-230 and the
physical router 275 or other network elements in the external
network 120). In other embodiments, the [.3 gateways handle
both ingress and egress traffic.

As shown, the .3 gateways 250-260 each include a Border
Gateway Protocol (BGP) daemon 280-290. These daemons
280-290 peer with the external physical router 275 and adver-
tise routes to this router for the logical router 115. In some
embodiments, the BGP daemons 280-290 operates in the
same way as a traditional physical router in terms of its
exchange of information with its neighbors. For example,
these BGP daemons may open a BGP session with the physi-
cal router 275, send keep-alive messages as specified by the
protocol, and advertise its routes to the physical router 275 via
BGP packets. In some embodiments, the BGP daemons also
receive BGP packets sent by the physical router 275, and uses
these packets to identify routes. The BGP daemons of some
embodiments either install the routes in their local routing
tables (i.e., within the same namespaces), push the routes up
to the network controller so that the network controller can
calculate new routing tables for all of the L3 gateways imple-
menting the logical router, or a combination thereof. In other
embodiments, however, the BGP daemon only effectively
works in one direction, sending out routes to its neighbors (to
attract ingress traffic) but not installing routes received from
those neighbors. That is, the BGP daemon neither pushes the
received routes up to the network controllers nor installs the
routes in the routing table at the local gateway.

In some embodiments, the peering of the [.3 gateways with
the physical router(s) is a user-specified property of the logi-
cal ports. In some embodiments, when the user (e.g., admin-
istrator) specifies for the logical router to peer with external
routers, the controller generates routing protocol data based
on the logical network configuration. For each port of the
logical router that faces the external network, the controller
identifies (i) the set of external routers with which the gateway
implementing the port will peer (that is, its neighbors) and (ii)
the set of routes that the gateway implementing the port will
advertise. These routes may be simply the IP prefixes repre-
senting the logical switches that connect to the logical router,
or may additionally include other routes input by the user or
dynamically generated by processes that implement the logi-
cal router. In some embodiments, different ports of the logical
router may advertise their routes to different external network
routers. Once the network controller generates this data,
along with the routing table data for the [.3 gateway, the
network controller distributes the data to the gateways (e.g.,
through a hierarchy of network controllers).

In some embodiments, the 1.3 gateways 250-260 are virtu-
alized containers that have the ability to store a routing table,
such as namespaces. In addition, the BGP daemons 280-290,
or other routing protocol applications, operate within these
containers according to the data received from the controllers.
One or more daemons may operate on the gateway host
machine outside of the containers (e.g., in the virtualization
software of the gateway) in order to receive data tuples from
the controller that define both the routing tables and the BGP
configuration for a particular namespace. This daemon or
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daemons operate to instantiate the namespace, provision the
namespace with the routing table, and start the BGP daemon
in the namespace. In addition, the daemon(s) generate a con-
figuration file for the BGP daemon in some embodiments, and
store the configuration file (e.g., in a file system of the host
machine) for access by the routing protocol application. Upon
installing its configuration file, the BGP daemons begins
communication with its external router neighbors.

In the example shown in FIG. 2, multiple gateways 235-
245 that implement the same logical router 115 (e.g., imple-
menting different ports) advertise the same routes (e.g., to
reach VMs on the logical switches 105 and 110) to the same
external router 275. The external router, in some embodi-
ments, views these multiple .3 gateways as equal-cost next-
hops for packets sent to the advertised addresses. As such, the
external routers in some embodiments spread packets sent to
those destinations across the various gateways that advertise
the routes. The external routers may use any of a variety of
different equal-cost multi-path (ECMP) techniques to deter-
mine to which gateway a packet should be sent.

In the above-described embodiments, the routing protocol
application resides inline. That is, the application operates on
the gateway, which is the location through which packets are
sent. In some embodiments, however, the network
controller(s) act as a route server for the gateways, and the
routing protocol application resides on the controller. In this
case, the routing protocol configuration is not distributed to
the gateways by the controller, but instead used to instantiate
the routing protocol application on the controller. The con-
troller then advertises the routing information to the external
routers (and potentially receives advertised routing informa-
tion from the external routers). This advertised information
informs the external routers as to which gateways to use for
which routes. As in the inline case, the external routers may
use ECMP techniques to distribute packets sent to the logical
network between the several gateways.

The above description introduces the use of BGP by logical
networks of some embodiments, though one of ordinary skill
in the art will recognize that the invention is not limited to
BGP, and that other routing protocols may be used. Several
more detailed embodiments are described below. First, Sec-
tion I describes the provisioning of gateways by network
controllers. Section II then describes architecture of the host
machines that host [.3 gateways in some embodiments. Next,
Section III describes the process of configuring a routing
protocol application on a gateway, and Section IV describes
the operation of the routing protocol application of some
embodiments. Section V then describes the use of a network
controller as a route server in some embodiments. Finally,
Section VI describes an electronic system with which some
embodiments of the invention are implemented.

1. Provisioning Gateways by Network Controllers

As mentioned, in some embodiments a network control
system sets up and configures the logical routers and associ-
ated routing protocol applications in one or more gateways
for a logical network. One or more network controllers in the
network control system receive the network configuration
input by an administrator and convert this information into
data tuples that can be read by the gateway host machines, in
addition to selecting the one or more gateway host machines
to use for the logical routers. The network control system also
distributes the data tuples to these host machines.

FIG. 3 conceptually illustrates such a network control sys-
tem 300 of some embodiments for provisioning managed
forwarding elements, [.3 gateways, and routing protocol
applications in order to implement logical networks and
enable the logical routers of those networks to peer with
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external routers. As shown, the network control system 300
includes an input translation controller 305, a logical control-
ler 310, physical controllers 315 and 320, host machines
325-340, and two gateway host machines 345 and 350. As
shown, the hosts 325-340, as well as the gateway hosts 345
and 350, include managed forwarding elements, which may
implement logical forwarding elements as shown in the above
figures (e.g., through the use of flow entries). The gateway
hosts 345 and 350 also each include [.3 gateways for handling
packets ingressing to and/or egressing from the managed
network. These L3 gateways additionally include BGP func-
tionality (e.g., in the form of a BGP daemon). One of ordinary
skill in the art will recognize that many other different com-
binations of the various controllers and hosts are possible for
the network control system 300.

In some embodiments, each of the controllers in a network
control system is a computer (e.g., having an x86-based pro-
cessor) with the capability to function as an input translation
controller, logical controller, and/or physical controller.
Alternatively, in some embodiments a given controller may
only have the functionality to operate as a particular one of the
types of controller (e.g., only as a physical controller). In
addition, different combinations of controllers may run in the
same physical machine. For instance, the input translation
controller 305 and the logical controller 310 may run in the
same computing device, with which a data center manage-
ment application interacts (or with which an administrator
interacts directly).

The input translation controller 305 of some embodiments
includes an input translation application that translates net-
work configuration information received from a user. While
shown as receiving the information directly from the user in
FIG. 3, in some embodiments a user interacts with a data
center management application, which in turn passes the net-
work configuration information to the input translation con-
troller.

For example, a user may specify a network topology such
as that shown in FIG. 1. For each of the logical switches, the
user specifies the machines that connect to the logical switch
(i.e., to which logical ports of the logical switch the VM are
assigned). The user may also specify which logical switches
attach to any logical routers, one or more logical ports of the
logical router for connection to external networks, and
whether these logical ports peer with external physical rout-
ers. The input translation controller 305 translates the
received network topology into logical control plane data that
describes the network topology as a set of data tuples in some
embodiments. For example, an entry might state that a par-
ticular MAC address A is located at a first logical port X of'a
particular logical switch, that a logical router Q is located at a
second logical portY of the particular logical switch, or that
a logical port G of the logical router Q is an uplink port
interfacing with the external network.

Insome embodiments, each logical network is governed by
a particular logical controller (e.g., logical controller 310).
The logical controller 310 of some embodiments translates
the logical control plane data that defines the logical network
and the logical forwarding elements (e.g., logical routers,
logical switches) that make up the logical network into logical
forwarding plane data, and the logical forwarding plane data
into physical control plane data. The logical forwarding plane
data, in some embodiments, consists of flow entries described
at a logical level. For the MAC address A at logical port X,
logical forwarding plane data might include a flow entry
specifying that if the destination of a packet matches MAC A,
to forward the packet to port X. The port of the logical router
Q will also have a MAC address, and similar flow entries are
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created for forwarding packets with this MAC address to port
Y of the logical switch. In addition, the logical forwarding
plane data of some embodiments includes a flow entry for
sending packets with an unknown IP address to, e.g., logical
port G.

In some embodiments, the logical controller translates the
logical forwarding plane data into universal physical control
plane data. The universal physical control plane data enables
the network control system of some embodiments to scale
even when the network includes a large number of managed
forwarding elements (e.g., thousands) to implement a logical
forwarding element, and when the network implements a
large number of logical networks. The universal physical
control plane abstracts common characteristics of different
MFEs in order to express physical control plane data without
considering differences in the MFEs and/or location specifics
of the MFEs.

As stated, the logical controller 310 of some embodiments
translates logical control plane data into logical forwarding
plane data (e.g., logical flow entries that include a match over
logical network parameters, such as logical addresses, logical
ingress ports, etc.), then translates the logical forwarding
plane data into universal physical control plane data. In some
embodiments, the logical controller application stack
includes a control application for performing the first trans-
lation and a virtualization application for performing the sec-
ond translation. Both of these applications, in some embodi-
ments, use a rules engine for mapping a first set of tables into
a second set of tables. That is, the different data planes are
represented as tables (e.g., nLog tables), and the controller
applications use a table mapping engine (e.g., an nlog
engine) to translate between the planes (e.g., by applying join
operations on thetables). The input and output tables, in some
embodiments, store sets of data tuples that define the different
planes of data.

Each of the physical controllers 315 and 320 is a master of
one or more managed forwarding elements (e.g., located
within host machines). In this example, each of the two physi-
cal controllers is a master of two managed forwarding ele-
ments located at the VM host machines 325-340. Further-
more, the physical controller 315 is a master of two gateway
hosts 345 and 350, on which both MFEs as well as [.3 gate-
ways for a particular logical network reside. In some embodi-
ments, all of the [.3 gateways for a logical router are managed
by the same physical controller (as in this figure), while in
other embodiments difterent physical controllers manage the
different gateway hosts for a logical network.

In some embodiments, a physical controller receives the
universal physical control plane data for a logical network
and translates this data into customized physical control plane
data for the particular MFEs that the physical controller man-
ages and which require data for the particular logical network.
In other embodiments, the physical controller passes the
appropriate universal physical control plane data to the
MFEs, which have the ability (e.g., in the form of a chassis
controller running on the host machine) to perform this con-
version themselves.

The universal physical control plane to customized physi-
cal control plane translation involves a customization of vari-
ous data in the flow entries. For the example noted above, the
universal physical control plane would involve several flow
entries (i.e., several data tuples). The first entry states thatif a
packet matches the particular logical data path set (e.g., based
on the packet being received at a particular physical ingress
port), and the destination address matches MAC A, then for-
ward the packet to logical port X. This entry will be the same
in the universal and customized physical control planes, in
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some embodiments. Additional entries are generated to
match a physical ingress port (e.g., a virtual interface of the
host machine) to the logical ingress port X (for packets
received from the VM having MAC A), as well as to match a
destination logical port X to the physical egress port of the
physical MFE (e.g., again the virtual interface of the host
machine). However, these physical ingress and egress ports
are specific to the host machine on which the MFE operates.
As such, the universal physical control plane entries include
abstract physical ports while the customized physical control
plane entries include the actual physical interfaces (which, in
many cases are virtual interfaces) that attach to the specific
MFEs.

In some embodiments, as shown, the gateway hosts also
operate managed forwarding elements (e.g., using the same
packet processing/virtual switching software as the VM hosts
325). These MFEs also receive physical control plane data
from the physical controller that enables the MFEs to imple-
ment the logical forwarding elements. In addition, some
embodiments distribute the routing table data and routing
protocol (e.g., BGP) configuration information to the .3 gate-
ways operating in the gateway hosts through the hierarchical
network control system. The logical controller 310 that man-
ages the logical network selects the set of gateway hosts for
the logical router (e.g., using a load balancing algorithm that
spreads the [.3 gateways for various logical routers across a
set of hosts), then generates the data to distribute to these
hosts.

The logical controller identifies the physical controller(s)
that manages each of these selected gateway hosts, and dis-
tributes the routing table and/or routing protocol configura-
tion data to the identified physical controllers. In some
embodiments, both the L3 gateway configuration (e.g., a rout-
ing table, NAT table, etc.) and the BGP configuration are
distributed as a set of data tuples. For instance, the BGP
configuration data tuples of some embodiments specifies IP
addresses of the gateway’s BGP neighbors, and a set of IP
addresses or prefixes to advertise to those neighbors. The
physical controllers then distribute these data tuples to the
gateway hosts. In some embodiments, each of the gateway
hosts for a particular logical router receives the same routing
table and BGP configuration. On the other hand, in some
embodiments, different gateway hosts may have connections
to different external physical routers, and therefore has dif-
ferent sets of BGP neighbors. As described in detail below,
the gateway hosts convert the data tuples into (i) a routing
table for use by a container (e.g., a VM, a namespace) that
operates on the gateway host as the [.3 gateway and (i1) a BGP
configuration file for use by a BGP module (e.g., a daemon or
other application) that operates within the container.

The above describes the hierarchical network control sys-
tem of some embodiments, although the network control
system of other embodiments includes only a single control-
ler (or a controller cluster with one active and one or more
standby controllers). FIG. 4 conceptually illustrates the
propagation of data through the hierarchical network control
system of some embodiments. The left side of this figure
shows the data flow to the managed forwarding elements to
implement the logical forwarding elements (e.g., the logical
switches and logical routers) of the logical network, while the
right side of the figure shows the propagation of BGP data to
the gateway hosts in order to provision a BGP daemon oper-
ating within the [.3 gateway.

On the left side, the input translation controller 305
receives a network configuration through an API, which is
converted into logical control plane data. This network con-
figuration data includes a logical topology such as that shown
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in FIG. 1. The network configuration specifies attachments of
logical switches to a logical router in some embodiments,
with MAC addresses assigned to each VM and each logical
router port that connects to a logical switch, and each logical
switch having an associated IP subnet.

As shown, the logical control plane data is converted by the
logical controller 310 (specifically, by a control application of
the logical controller) to logical forwarding plane data, and
then subsequently (by a virtualization application of the logi-
cal controller) to universal physical control plane data. In
some embodiments, these conversions generate a flow entry
at the logical forwarding plane (or a data tuple that defines a
flow entry), then add a match over the logical data path set
(e.g., the logical switch or router) at the universal physical
control plane. The universal physical control plane also
includes additional flow entries (or data tuples) for mapping
generic physical ingress ports (i.e., a generic abstraction of a
port not specific to any particular MFE) to logical ingress
ports as well as for mapping logical egress ports to generic
physical egress ports. For instance, for a port of the logical
switch at which a VM resides, the flow entries at the universal
physical control plane would include a forwarding decision to
send a packet to the logical port to which the VM connects
when the destination MAC address of the packet matches that
of the VM, as well as an egress context mapping entry that
maps the logical egress port to a generic physical (i.e., virtual)
interface. For other MFEs, including those at the gateway
hosts, the universal physical control plane data includes a
generic tunneling entry for encapsulating the packet in a
tunnel to the MFE at which the VM is located.

The physical controller 315 (one of the several physical
controllers in the hierarchical network control system 300), as
shown, translates the universal physical control plane data
into customized physical control plane data for the particular
MFEs that it manages at hosts 325, 330, 345, and 350. This
conversion involves substituting specific data (e.g., specific
physical ports or tunnel encapsulation information) for the
generic abstractions in the universal physical control plane
data. For instance, in the example of the above paragraph, the
port integration entries are configured to specify the physical
layer port to which the VM attaches (i.e., an identifier for the
actual virtual interface). Similarly, the tunnel encapsulation
entries for the different MFEs will have different tunnel
encapsulation information.

While this example illustrates the physical controller 315
as performing the universal physical control plane to custom-
ized physical control plane translation, some embodiments
utilize a chassis controller on the host machines for this task.
In such embodiments, the physical controllers do not translate
the physical control plane data, but instead just serve as a
distribution mechanism for delivering this data to the numer-
ous host machines located in the network so that the logical
controller does not have to communicate with every MFE in
the network. In this case (not shown in the figures), the uni-
versal physical control plane to customized physical control
plane conversion is performed by one module or element at
the hosts 325 and 345 (i.e., the chassis controller), while the
MFEs at the hosts 325 and 345 perform the customized physi-
cal control plane to physical forwarding plane data conver-
sion.

Whether the customization of the physical control plane
data is performed by the physical controller or a chassis
controller at the host, the MFE at host 325 (one of several
MFEs managed by the physical controller 315) performs a
translation of the customized physical control plane data into
physical forwarding plane data. The physical forwarding
plane data, in some embodiments, are the flow entries stored
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within the MFE (e.g., within the user space and/or kernel of a
software virtual switch such as Open vSwitch) against which
the MFE actually matches received packets. In addition, the
MFEs at both of the gateway hosts 345 and 350 perform such
a translation in order to forward packets between (i) the .3
gateways, (ii) other network entities (e.g., VMs) within the
managed network via tunnels, and (iii) the external network.

The right side of FIG. 4 illustrates data propagated to the
gateway hosts (e.g., host 345) to implement a BGP configu-
ration for a .3 gateway, rather than for the MFEs. As shown,
the logical controller 310 converts a BGP configuration to a
set of data tuples that define that configuration. In some
embodiments, the BGP configuration is generated by either
the logical controller or the input translation controller based
on the network configuration input by the user (e.g., admin-
istrator). When a user designs the logical network, some
embodiments allow the user to specify for the logical router
whether the connections to the external network will use a
routing protocol (or BGP specifically) to peer with external
routers. In some embodiments, the user specifies this by
choosing a type of port for these connections (e.g., an uplink
port) for which BGP (or a different routing protocol) is auto-
matically activated. In addition, each logical switch in the
logical network will have an associated IP subnet (either
assigned by the user or automatically assigned by the logical
controller). For each port, or for the logical router as a whole,
either the user may specify the external physical routers that
will send packets to the port or the logical controller generates
this data based on the gateways selected for the port.

Based on this information (i.e., the set of physical routers to
which each port connects, the IP addresses/subnets of the
VMs/logical switches), the logical controller 310 generates
the set of data tuples for the BGP configuration. This may be
performed by the table mapping engine in some embodi-
ments, that also converts the logical control plane data into
physical control plane data. In addition to the BGP data
tuples, the logical controller generates data tuples for the
logical router aspect of the L3 gateway (e.g., the routing
table). In order to define containers on a particular gateway
host, some embodiments define each container as a separate
data tuple that specifies the existence of the container and the
processes running on the container, including BGP. Within
this data tuple, BGP may be enabled. Furthermore, this data
tuple defines various BGP options, such as the router 1D,
whether or not to advertise graceful restart capability, and a
list of prefixes (e.g., in classless inter-domain routing (CIDR)
form) to advertise to all peers. In addition, the logical con-
troller creates a data tuple for each BGP neighbor (i.e., peer
external router) of a particular .3 gateway. These neighbor
data tuples specify, in some embodiments, the address of the
BGP neighbor, a keep-alive timer that indicates the time
between keep-alive packets, and the interface through which
the BGP application in the gateway communicates with the
neighbor, among other information.

Once the logical controller 310 identifies the gateway hosts
for the logical router and creates the data tuples, the logical
controller then identifies the physical controller or controllers
that manage the gateway hosts. As mentioned, like the VM
hosts 325-340, each of the gateway hosts has an assigned
master physical controller. In the example of FIG. 3, both of
the gateway hosts are managed by the physical controller 315,
so the other physical controller 320 does not receive the BGP
data tuples.

In order to supply the logical router configuration data to
the gateway hosts, the logical controller 310 of some embodi-
ments pushes the data to the physical controller 315. In other
embodiments, the physical controllers request the configura-
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tion data (e.g., in response to a signal that the configuration
data is available) from the logical controller.

The physical controller 315 passes the data to the gateway
hosts, including host 345, much as they pass the physical
control plane data. In some embodiments, the BGP data
tuples are sent to a database running on the host that is part of
the software associated with the MFE, and is used to config-
ure certain aspects of the MFE (e.g., its port information and
other non-flow entry configuration data).

In some embodiments, a process on the gateway host 345
starts up the container for the .3 gateway and translates the
BGP data tuples stored in the database into a BGP configu-
ration file for an application operating in the I3 gateway. The
application can load the configuration in order to determine
its operating configuration.

The above description describes the conversion, by the
network control system, of the network configuration into a
set of physical forwarding plane flow entries that the physical
controller passes to the host (e.g., via a protocol such as
OpenFlow). In other embodiments, however, the data for
defining flow entries is passed in other forms, such as more
abstract data tuples, and the MFEs or processes running on
the hosts with the MFEs convert these data tuples into flow
entries for use in processing data traffic.

FIG. 5 conceptually illustrates a process 500 of some
embodiments for generating and distributing data in order to
implement a set of connections between a logical router in a
managed network and an external network. In some embodi-
ments, the process 500 is performed by a network controller
(e.g., by alogical controller in a network controller hierarchy
such as that shown in FIG. 3) upon receiving a network
configuration that includes a logical router with router peer-
ing enabled.

As shown, the process 500 begins by receiving (at 505)
instructions to create a logical router with one or more ports
connecting to an external network. These instructions may be
the result of a network administrator designing a logical net-
work (e.g., through a cloud management application that
passes the logical network configuration through controller
APIs) that includes the logical router. In some embodiments,
the instructions to create the logical router specifically indi-
cate that the connections to the external network should be
implemented using BGP, or another protocol, for router peer-
ing and route advertisement. In other embodiments, this capa-
bility is automatically enabled for all logical routers with at
least one connection to the external network.

Next, the process selects (at 510) gateway host machines
for each of the ports that connect to the logical network. Some
embodiments assign each port to a different gateway host,
while other embodiments allow multiple ports (and therefore
multiple namespaces hosting routing tables and BGP ser-
vices)to be created on a single gateway host. In some embodi-
ments, the gateway hosts are arranged in terms of clusters, or
failure domains. These clusters, in some embodiments, may
be sets of host machines that are physically located together in
the managed network, and therefore more likely to all fail
together (e.g., due to a top of rack switch failing, power
issues, etc.). Different embodiments may assign gateways to
host machines differently respective to the clusters. For
instance, some embodiments assign only one gateway per
cluster for a particular logical router, while other embodi-
ments assign all gateways for a logical router to the same
cluster. Yet other embodiments may assign gateways to sev-
eral different clusters, but allow two or more gateways within
a single cluster.

Furthermore, in some embodiments, the gateway host
machines may be assigned to different groups based on the



US 9,225,597 B2

15

functions for which those gateway hosts are used. For
example, within a physical managed network, some embodi-
ments use a first group of gateway hosts for providing logical
services (e.g., DHCP, metadata proxy), a second group of
gateway hosts for [.3 gateways that utilize BGP for route
advertisement and for which each logical router port is
assigned a single gateway, and a third group of gateway hosts
for L3 gateways that do not utilize route advertisement and for
which each logical router port is assigned to multiple gate-
ways. In this case of FIG. 5, the controller selects gateway
hosts from among the second group for each logical router
port. Each group may span several clusters of gateway hosts,
thereby allowing for the process 500 to select (at 510) gate-
way host machines within the second group from several
clusters (i.e., failure domains).

Some embodiments allow the administrator to specify the
cluster to which the controller assigns each logical port of the
logical router, and the controller handles selection of the
actual gateway host within that cluster. Thus, the administra-
tor might specify to have two logical ports assigned to gate-
ways in a first cluster, four in a second cluster, and two more
in a third cluster. The controller then assigns each logical port
to a specific gateway host in its selected cluster. For this
assignment, some embodiments use a load balancing tech-
nique, such as calculating a hash function of a property of the
logical router or port (e.g., a UUID assigned by the controller)
modulo the number of gateway hosts in the cluster. This
assigns the logical router ports to gateway hosts within the
cluster effectively at random (even though the algorithm itself
is deterministic), and therefore load balances the [.3 gateways
across the gateway hosts over the long run.

Some other embodiments may use other techniques to load
balance the .3 gateways across the hosts in a cluster. For
instance, rather than using the hash algorithm to choose
between all gateway hosts in a cluster, some embodiments
choose between only those gateways with the fewest number
of logical routers currently operating, and modulo the result
of the hash function by this smaller number of gateways.
Other embodiments analyze the number of logical routers on
each gateway and the operational load of the gateways (e.g.,
based on number of packets processed over a particular time-
frame) in order to determine to which gateway host a particu-
lar logical router should be assigned.

FIG. 6 conceptually illustrates five separate clusters 605-
625 of gateway hosts, and the logical router ports (referred to
as uplinks) implemented on those gateway hosts. Specifically,
the first cluster 605 includes four gateways 606-609, the
second cluster 610 includes four gateways 611-614, the third
cluster 615 includes three gateways 616-618, the fourth clus-
ter 620 includes three gateways 621-623, and the fifth cluster
625 includes five gateways 626-630. This figure illustrates
only the gateway hosts for each cluster that are capable of
hosting [.3 gateways for ports that use BGP for route adver-
tisement. In some embodiments, the clusters (i.e., failure
domains) might include additional gateway hosts assigned to
different functionalities, such as hosting logical services
(e.g., DHCP, DHCP relay, etc.).

In this example, each of six different logical routers (LR1-
LR6) have from three to five logical ports for connecting with
the external network, spread throughout these clusters differ-
ently. For example, the logical router LR1 has uplink ports
implemented on gateways in the hosts 606, 611, 613, and 627,
located in four different clusters. The logical router LR3 has
uplink ports implemented on gateways in the hosts 608, 609,
621, and 623, with two gateways in each of two of the differ-
ent clusters. The logical router LR4 has all three of its uplink
ports implemented on gateways in the same cluster 625, on
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hosts 627, 628, and 629. Thus different configurations for
implementing the uplink ports of a logical router are possible,
depending on the administrator decisions and the needs of the
logical networks.

No explicit load balancing is used in the illustrated
example, with the gateways assigned to hosts using, e.g.,
explicit assignment by an administrator or a hash function
mod the number of gateways. therefore both the second clus-
ter 610 and the fifth cluster 625 include gateway hosts 613 and
630, respectively, with no gateways implemented (even
though both of these clusters also include hosts with multiple
gateways). In addition, not all of the clusters have the same
number of gateway hosts. This may be due to the clusters
simply having different numbers of physical machines, some
of the clusters having different numbers of gateway hosts
assigned to different tasks, or some ofthe clusters having host
machines offline due to connection or other problems. In
some embodiments, when an application running on a gate-
way identifies a problem with the gateway host, the applica-
tion notifies a network controller (e.g., the physical controller
that manages the gateway host) of the issue so that the gate-
way host can be taken out of use until the issue is resolved.

Different embodiments handle failover of the .3 gateways
implementing the uplink ports differently. In some embodi-
ments, when a gateway host with a [.3 gateway implementing
anuplink port fails, the network does not immediately replace
the L3 gateway on a new host. Instead, the network controller
allows the incoming (and, in some embodiments, outgoing)
packets to be distributed across the other uplink ports whose
gateways are still active. On the other hand, some embodi-
ments replace the 1.3 gateway with a new implementation for
the uplink port on a different gateway host (e.g., in the same
cluster as the failed host).

Both the FIG. 6 and the above description illustrates using
a single gateway host to implement each uplink port. How-
ever, to guard against host failure, some embodiments select
both an active and a standby gateway host for each of the
uplink ports that connects to the external network. That is, one
of the implementations for the logical router port in a first
gateway host is active, with MFEs instructed to send packets
to it and with its BGP daemon advertising routes. The other
implementation of the logical router port, in a second gate-
way, is configured in the same way but the MFEs do not send
traffic to it and its BGP daemon does not advertise routes. If
the first (active) gateway host fails, then the MFEs will begin
sending traffic to the second (standby) host, and the network
controller will let the second host know to activate its BGP
daemon. The failover for high-availability gateways is
described in further detail in U.S. application Ser. No. 14/166,
446, entitled “High Availability 1.3 Gateways for Logical
Networks” and filed Jan. 28, 2014, now published as U.S.
Patent Publication 2015/0063360. U.S. application Ser. No.
14/166,446, now published as U.S. Patent Publication 2015/
0063360, is incorporated herein by reference.

Returning to FIG. 5, after selecting the gateway hosts for
each of the logical router ports connecting to the external
network, the process 500 generates (at 515) flow entries (or
data tuples defining flow entries) for MFEs on host machines
that send packets through the logical router (i.e., machines
hosting VMs attached to logical switches that attach to the
logical router). These flow entries, among other functional-
ities, both (1) implement the distributed logical router and (ii)
send packets, forwarded by the logical router to one of the
logical ports connecting to the external network, to the
selected gateway host machines through tunnels. In addition,
the flow entries generated for the VM hosts will also include
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numerous other entries, such as those implementing the logi-
cal forwarding for the logical switches, ingress and egress
ACLs, etc.

To implement the logical router in the MFEs, some
embodiments generate logical forwarding entries that match
packets based on destination IP address or address prefix (as
well as over the logical pipeline for the router itself), and
identify a logical egress port of the logical router based on the
1P address. To generate these flow entries, the network con-
troller of some embodiments first generates the routing table
for the logical router. In some embodiments, these routes
include a default route for sending packets to one of the ports
that connects to the external network, as well as routes for
sending packets to each attached logical switch based on the
IP subnets associated with the logical switches. The routing
tables are then embedded into flow entry data tuples (e.g.,
including a match over the logical router pipeline). In addi-
tion, the flow entries for the logical router perform MAC
address modification on the packets (to modify the source
MAC address to be that of the logical egress port of the logical
router, and the destination MAC address to be the address
matching the destination IP address). This may include flow
entries for either performing ARP or sending packets to an
ARP daemon that operates on the hosts as well. Beyond the
actual routing of the packet, the network controller generates
flow entries for .3 ingress and egress ACL, in some embodi-
ments, according to any policies defined for the logical router.

Different embodiments use different types of flow entries
for choosing to which of the logical ports connecting to the
external network a packet should be forwarded. Some
embodiments send all outgoing packets through a single one
of'the logical ports, but when the amount of outgoing traffic is
large (e.g., for a webserver, a streaming video application,
etc.), the gateway on which this port is implemented can
become a bottleneck. Other embodiments use an equal-cost
multi-path (ECMP)-like technique to choose a logical egress
port for packets exiting the logical network. For instance, a
flow entry of some embodiments lists the ports as a bundle
and then provides a technique to identify to which of the ports
to send the packet for a given set of packet properties (e.g., a
hash of packet properties modulo the number of ports).

The process 500 also generates (at 520) flow entries for the
MFEs on the gateway host machines. These flow entries,
among other functions, forward packets to the container (e.g.,
namespace) implementing a logical router port on the gate-
way host, forward packets to the NIC that connects to an
external router, and forward packets to the other MFEs at the
VM hosts through tunnels. For instance, outbound packets
(i.e., received from a VM host) are sent by the MFE to the
namespace for additional routing by the L3 gateway routing
tables in some embodiments. After this routing, the
namespace returns the packet to the MFE (as a new packet)
with an external router identified as its destination and the
MEFE sends this new packet to the outbound NIC. For incom-
ing packets, the MFE first sends the packet to the namespace
for routing by the 1.3 gateway routing tables, then receives the
packet back and performs first-hop routing to identify a logi-
cal egress port of the logical router (typically the port to which
one of the logical switches attaches), identify a logical egress
port of the logical switch (typically the port to which a VM
attaches), and send the packet out a tunnel to the appropriate
MFE.

In addition to the flow entries (or data tuples defining the
flow entries), the process generates (at 525) data tuples for the
routing table for handling ingressing (and, in some embodi-
ments, egressing) packets at each of the [.3 gateways imple-
menting a logical port. In some embodiments, these data
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tuples are generated by a table mapping engine that also
generates the flow entries. However, other embodiments uti-
lize a separate route processor to generate the routing entries.
As indicated above, much of the routing table is implemented
as flow entries sent to the MFEs. However, the routing table of
the [.3 gateway handles packets being routed to and received
from the external network. Accordingly, the routing table
(and additional aspects of the IP network stack which may be
implemented by the 1.3 gateway, such as a NAT table) is
responsible for performing any necessary ARP (e.g., into the
external networks), decrementing the packet TTL (i.e., as
another hop for the packet), and for outgoing packets select-
ing an external router to which the packet will be sent.

These flow entries and/or data tuples generated at opera-
tions 515-525 enable the 1.3 gateways and MFEs to handle the
processing of data packets. In addition, the process 500 gen-
erates data for the routing protocol application (e.g., a BGP
daemon) operating at each of the .3 gateways. Thus, the
process identifies (at 530) the addresses (and other informa-
tion) of the external network router(s) with which to peer for
each logical port (i.e., each L3 gateway) that connects to the
external network. In some embodiments, the administrator
inputs this data for each logical port, and handles ensuring
that the external routers are correctly connected to the gate-
way hosts (or, e.g., a top of rack switch to which the gateway
hosts connect). In other embodiments, the network controller
automatically determines the set of external routers to which
each of the gateway hosts is connected based on its stored
network state information, and uses these as the external
network routers with which to peer the L3 gateway.

Based on these identified external routers, as well as the
calculated routes for the logical network, the process gener-
ates (at 535) data tuples to define the routing protocol for the
L3 gateways on the selected host machines. As indicated
above, in order to define the L3 gateway container on a
particular gateway host, some embodiments define each con-
tainer as a separate data tuple that specifies the existence of
the container and the processes running on the container,
including BGP or another routing protocol application. This
data tuple defines various BGP options, such as the router ID,
whether or not to advertise graceful restart capability, and a
list of prefixes to advertise to all peers. This list of IP
addresses and/or prefixes, in some embodiments, is based on
the user configuration of the logical network (e.g., the public
IPs configured for the logical switches of the logical net-
work). In addition, the controller generates a data tuple for
each peer external router (e.g., BGP neighbor) of each L3
gateway. These neighbor data tuples specify, in some embodi-
ments, the address of the external router, a keep-alive timer
that indicates the time between keep-alive packets, and the
interface through which the BGP application in the gateway
communicates with the neighbor, among other information.

With the data generated, the process 500 distributes (at
540) the generated data tuples and/or flow entries to the
various host machines. In some embodiments, the two types
of data (flow entries and routing table/routing protocol data
tuples) are distributed via different protocols. Some embodi-
ments distribute the flow entries to both the VM hosts and the
gateway hosts via a first protocol such as OpenFlow, while
distributing the routing protocol (e.g., BGP) information and
the routing table to the gateway hosts via a second protocol
such as OVSDB. The OVSDB protocol used in some embodi-
ments also carries configuration information for the MFEs
(for both the VM hosts and the gateway hosts).

The above FIG. 5 conceptually illustrates the process 500
as a single linear flow performed by the controller. However,
one of ordinary skill in the art will recognize that the order in
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which the controller calculates the various flow entries and/or
data tuples need not follow that shown in the figure. For
instance, the controller might generate the flow entries for the
gateway hosts before those for the MFEs, etc. Furthermore,
some embodiments do not wait until all of the indicated data
is calculated in order to distribute the data, but might distrib-
ute the data incrementally. For instance, some embodiments
distribute the forwarding data separate from the routing pro-
tocol data, or incrementally distribute the forwarding data to
a specific host once all the data for that host has been gener-
ated.

II. Gateway Host Architecture

The above section describes in detail the generation of
logical router and routing protocol data by a controller and the
distribution of that data to the gateway host machines on
which the containers (e.g., namespaces) operating as .3 gate-
ways reside. In some embodiments, the gateway host
machines include various modules (e.g., running as user
space daemons or kernel modules) that are responsible for
creating the containers, building routing tables in the contain-
ers, and processing packets to and from the namespaces,
based on the data tuples distributed by the network control
system.

FIG. 7 conceptually illustrates a software architecture of
some embodiments for a gateway host machine 700. The host
machine 700 is a host designated for hosting [.3 gateway
implementations, which may operate a routing protocol
application, within namespaces. As shown, the host 700
includes virtualization software 705 and two namespaces 710
and 715. In some embodiments, the host includes a base
Linux operating system on which the namespaces 710 and
715 run as containers. In some embodiments, the gateway
host machine 700 is a computer with a standard x86-based
processor.

The virtualization software 705 includes a forwarding ele-
ment daemon 725, a database daemon 730, a namespace
daemon 735, a high availability daemon 720, and a forward-
ing element kernel module 740. In some embodiments, the
forwarding element daemon 725, the database daemon 730,
the namespace daemon 735, and the high availability daemon
720 operate in the user space of virtualization software 705,
while the forwarding element kernel module 740 operates in
the kernel of the virtualization software 705. In some embodi-
ments, the forwarding element used on the host is Open
vSwitch (OVS), and these modules are the OVS daemon,
OVSDB daemon, and OVS kernel module, in addition to the
namespace daemon and the high availability daemon. In
some embodiments, the functionalities of the namespace dae-
mon 735 and the high availability daemon 720 are combined
into a single user space application. This figure illustrates
both control path connections (shown as dashed lines) for
provisioning the managed forwarding element and the
namespaces, as well as data path connections (shown as solid
lines) for sending data packets (including BGP packets). One
of ordinary skill in the art will recognize that, in addition to
the modules shown, which relate to the virtual switch and
hosted namespaces, the virtualization software of some
embodiments includes additional modules for performing,
e.g., virtualization of the hardware resources (e.g., proces-
sors, memory, etc.) of the host machine 700.

The forwarding element daemon 725 is an application that
communicates with a physical network controller 795 in
some embodiments in order to receive instructions for pro-
cessing and forwarding packets sent to and from the
namespaces 710 and 715 (e.g., packets entering the managed
network from an external network or leaving the managed
network to an external network). Specifically, as described in
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the previous section, the forwarding element daemon 725
receives physical control plane flow entries from the physical
controller 795. The forwarding element daemon, in some
embodiments, communicates with the network controller
through the OpenFlow protocol, though other embodiments
may use different communication protocols for transferring
the forwarding data to the host machine. Additionally, in
some embodiments the forwarding element daemon 725
retrieves configuration information from the database dae-
mon 730 after the physical controller 795 transmits the con-
figuration information to the database daemon.

The forwarding element daemon 725 of some embodi-
ments includes a flow protocol module 750 and a flow pro-
cessor 755. The flow protocol module 750 handles the com-
munication with the network controller 795 in order to
receive physical control plane information (e.g., flow entries)
for the managed forwarding element. As mentioned, in some
embodiments this communication uses the OpenFlow proto-
col. When the flow protocol module 750 receives this physical
control plane information, it translates the received informa-
tion into data understandable by the flow processor 755 (e.g.,
physical forwarding plane information useable for processing
packets).

The flow processor 755 manages the rules for processing
and forwarding (i.e., switching, routing) packets in some
embodiments. For instance, the flow processor 755 stores
rules (e.g., in a machine readable storage medium, such as a
disk drive) received from the flow protocol module 750. In
some embodiments, the rules are stored as a set of flow tables
(forwarding tables) that each includes a set of flow entries.
These flow entries, in some embodiments, include a match
(i.e., a set of packet characteristics) and one or more actions
(i.e., a set of actions to take on packets that match the set of
characteristics). In some embodiments, the flow processor
725 handles packets for which the managed bridge 760 (de-
scribed below) does not have a matching rule. In such cases,
the flow processor 755 matches the packets against its stored
rules. When a packet matches a rule, the flow processor 725
sends the matched rule and the packet to the managed bridge
760 for the managed bridge to process. This way, when the
managed bridge 760 subsequently receives a similar packet
that matches the generated rule, the packet will be matched
against the generated exact match rule in the managed bridge
and the flow processor 755 will not have to process the packet.

In some embodiments, the database daemon 730 is an
application that also communicates with the physical control-
ler 795 in order to configure the managed forwarding element
(e.g., the forwarding element daemon 725 and/or the forward-
ing element kernel module 740). For instance, the database
daemon 730 receives configuration information from the
physical controller and stores the configuration information
in a set of database tables 745. This configuration information
may include tunnel information for creating tunnels to other
managed forwarding elements, port information, etc. In some
embodiments, the database daemon 730 communicates with
the network controller 795 through a database communica-
tion protocol (e.g., OVSDB). In some cases, the database
daemon 730 may receive requests for configuration informa-
tion from the forwarding element daemon 725. The database
daemon 730, in these cases, retrieves the requested configu-
ration information (e.g., from its set of database tables 745)
and sends the configuration information to the forwarding
element daemon 725.

In addition to the forwarding element configuration (tunnel
and port information, etc.), the database daemon 730 of some
embodiments additionally receives BGP configuration infor-
mation that defines the configuration for the BGP daemons
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operating in the namespaces 710 and 715. This information
includes information about the routes the BGP daemon adver-
tises to its peers, as well as information identifying those
peers. The database daemon 730 may receive this BGP con-
figuration information along with the forwarding element
configuration information, or in separate transactions with
the controller 795.

As shown, the database daemon 730 includes a configura-
tion retriever 765 and a set of database tables 745 (which may
be stored, e.g., on a hard drive, volatile memory, or other
storage of the host 700). The configuration retriever 765 is
responsible for communications with the physical controller
795. In some embodiments, the configuration retriever
receives the configuration information for the managed for-
warding element from the controller. In addition, the configu-
ration retriever in some embodiments receives the data tuples
for configuring the namespaces 710 and 715, and any routing
tables, NAT tables, BGP daemon, or other services provided
by the namespaces. The configuration retriever 765 also con-
verts these data tuples into database table records to store in
the database tables 745 in some embodiments.

Specifically, the database tables 745 of some embodiments
include a container table, with each record in the database
defining a different namespace (or other container) on the
host machine. Thus, for the host 700, the container table
would include a row for each of the two namespaces 710 and
715. In addition, for each namespace, the database tables
store information defining the routing table (e.g., a default
route, any additional routes defined for the connected logical
switches, and any user-defined static routes). If the router
performs NAT, then the database also stores the NAT rules
(source NAT and/or destination NAT) for the logical router).
Furthermore, for each namespace, the database stores a list of
the logical router ports, with IP address, MAC address, net-
mask, etc. for each port.

For the namespaces 710 and 715, with active BGP dae-
mons, the database table record indicates that BGP is enabled.
Furthermore, in some embodiments, these records contain an
additional column specitying the BGP properties of the [.3
gateway as a peering router. These properties may include a
local autonomous system number (which, in different
embodiments, identifies either the logical network to which
the L3 gateway belongs or the managed network as a whole),
a router identifier (e.g., an IP address), whether or not to
advertise graceful restart (used for failover purposes—in
some embodiments, namespaces that are the only L3 gateway
implementing a port do not advertise graceful restart), and a
set of addresses/prefixes advertised by the BGP daemon.

Furthermore, some embodiments define a database table
record (e.g., in a different database table) for each external
physical router that the .3 gateway peers with via the BGP
daemon (i.e., each BGP neighbor). These records, in some
embodiments, specify some or all of the IP address of the
neighbor router, the autonomous system number for the
router, a keep-alive timer (i.e., the duration between keep-
alive messages sent to the neighbor in order to keep a BGP
session alive), an optional password used for MDS5 authenti-
cation, a hold-down timer duration (i.e., the duration after
which, if no keep-alive messages are received, the BGP dae-
mon assumes that the neighbor has gone down), and an inter-
face through which communication with the BGP neighbor is
sent.

The forwarding element kernel module 740 processes and
forwards network data (e.g., packets) between the
namespaces running on the host 700, network hosts external
to the host 700, and forwarding elements operating on other
hosts in the managed network (e.g., for network data packets
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received through the NIC(s) 770 or from the namespaces 710
and 715). In some embodiments, the forwarding element
kernel module 740 implements the forwarding tables of the
physical control plane for one or more logical networks (spe-
cifically, the logical networks to which the namespaces 710
and 715 belong). To facilitate the processing of network data,
the forwarding element kernel module 740 communicates
with forwarding element daemon 725 (e.g., to receive flow
entries from the flow processor 755).

FIG. 7 illustrates that the forwarding element kernel mod-
ule 740 includes a managed bridge 760. In addition, in some
embodiments, the virtual switch kernel module may include
additional bridges, such as physical interface (PIF) bridges.
Some embodiments include a PIF bridge for each of the NICs
770 in the host machine’s hardware. In this case, in some
embodiments a PIF bridge is located between the managed
bridge 760 and each of the NICs 770.

The managed bridge 760 of some embodiments performs
the actual processing and forwarding of the packets between
the namespaces 710 and 715 and the VMs and other hosts
(including external hosts) that send traffic to and receive
traffic from the namespaces. Packets are received at the man-
aged bridge 760, e.g., from the MFEs at the VM hosts through
tunnel ports, or from the external routers via their connection
to the NICS, such that packets arriving over different tunnels
or external router connections are received at different inter-
faces of the bridge 760. For packets received from other
MFEs (e.g., at the VM hosts), the managed bridge 760 sends
the packets to the appropriate namespace through its
interface(s) with the namespace based on a destination logical
port appended to the packet (or other information, such as a
destination MAC or IP address).

For packets received from an external router, the managed
bridge 760 of some embodiments sends the packets to the
appropriate namespace based on, e.g., a destination MAC
and/or IP address of the packet. When an external router
routes a packet to the namespace, the router performs MAC
address replacement using previously-discovered ARP infor-
mation. In some embodiments, the external router has a MAC
address of the namespace associated with various IP
addresses behind that namespace, and therefore uses the
namespace MAC address as the destination address for pack-
ets directed to that gateway. In some embodiments, the man-
aged bridge uses this information to direct these packets to the
appropriate namespace, as packets entering the logical net-
work do not yet have logical context information appended.

Similarly, the managed bridge receives packets from the
namespaces 710 and 715, and processes and forwards these
packets based on the interface through which the packets are
received and the source and/or destination addresses of the
packets. In some embodiments, to process the packets, the
managed bridge 760 stores a subset of the rules stored in the
flow processor 755 (and/or rules derived from rules stored in
the flow processor 755) that are in current or recent use for
processing the packets. The managed bridge 760, in this
figure, includes two interfaces to each of the namespaces 710
and 715. In some embodiments, the managed bridge includes
a separate interface for each logical port of the logical router.
Thus, the managed bridge may send a packet to the
namespace through one of its interfaces, and after routing by
the namespace routing table, the managed bridge receives the
packet back through a different interface. On the other hand,
because the namespace only implements one of the logical
router ports, some embodiments only have a single interface
between the namespace and the managed bridge.

Although FIG. 7 illustrates one managed bridge, the for-
warding element kernel module 740 may include multiple
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managed bridges. For instance, in some embodiments, the
forwarding element kernel module 740 includes a separate
bridge for each logical network that is implemented within
the host machine 700, or for each namespace residing in the
host (which will often be the same as each logical network).
As such, in this example, the forwarding element kernel mod-
ule 740 would include two managed bridges, with separate
interfaces to the namespaces 710.

Each of the namespaces 710 and 715 implements a difter-
ent [.3 gateway (i.e., implements a different port of a logical
router). In some embodiments, all of the namespaces on a
particular gateway host machine are of the same type (i.e.,
implementing a single logical router port using a router peer-
ing protocol such as BGP). On the other hand, some embodi-
ments also allow namespaces that are one of several to equiva-
lently implement an entire routing table for a logical router or
act as gateways for a logical router that has a single logical
port attachment to the external network. Furthermore, some
embodiments also allow namespaces to provide logical ser-
vices other than routing, such as DHCP, DHCP relay, meta-
data proxy, etc.

As indicated in this figure, different namespaces imple-
menting different L3 gateways (e.g., different logical ports)
for different logical networks (or, in some cases, for the same
logical router or different logical routers within the same
logical network) may reside on the same host 700 in some
embodiments. In this case, both of the namespaces 710 and
715 run a BGP daemon and a routing table.

In some embodiments, the namespace may provide mul-
tiple services. In this case, the first namespace 710 includes a
routing table 775, a BGP daemon 780, and other services 782.
These other services running on the namespace 710 might
provide ARP functionality, a network address translation
(NAT) table, or other features associated with a router. The
second namespace 715 also includes a routing table 790 and
a BGP daemon 792, along with other services 794. Some
embodiments use the same set of services for all of the L3
gateways that implement ports and use router peering proto-
cols, while other embodiments allow the user to configure the
network stack or other services provided. In addition, some
embodiments restrict the use of stateful services, such as
NAT, for implementations in which multiple gateways are
active for a logical router at the same time. That is, the net-
work control system prevents the [.3 gateways from utilizing
those service that require the various gateways for a logical
router to share state information.

The namespace daemon 735 of some embodiments man-
ages the namespaces 710 and 715 residing on the host 700 and
the services running in those namespaces (e.g., logical router
and 1.3 gateway service). As shown, the namespace daemon
735 includes a database monitor 785 and a BGP configuration
generator 799. In addition, some embodiments include con-
figuration generators or similar modules for other services
(e.g., a NAT table generator, a routing table generator, con-
figuration generators for DHCP and other services that may
be provided in the namespaces, etc.).

The database monitor 785 listens on the database tables
745 for changes to specific tables that affect the namespaces
implementing logical routers. These changes may include the
creation of'anew namespace, removal of anamespace, adding
or removing a BGP neighbor, modifying the BGP configura-
tion or routing table within a namespace, attaching new logi-
cal switches to a logical router, etc. When the database moni-
tor 785 detects a change that affects the namespaces, it either
causes the namespace daemon to create a new namespace on
the host for a new logical router, instantiate a new process in
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an existing namespace (e.g., for a newly enabled service), or
generate/modify the routing table or other configuration data
for a namespace.

When the database monitor 785 detects new BGP configu-
ration data (either a new namespace with a BGP configura-
tion, a modification to an existing BGP configuration, modi-
fications to the set of neighbors for a particular BGP daemon,
etc.), the database monitor 785 provides this data to the BGP
configuration generator 799 (or instructs the BGP configura-
tion generator 799 to retrieve the new data from the database
tables 745). The BGP configuration generator uses the data
tuples stored in the database tables 745 to build a configura-
tion file for the BGP daemon in the format required by the
daemon. In some embodiments, the namespace daemon 785
stores the generated configuration in the host file system 783
In some embodiments, the BGP daemon 780 and 792 is a
standard application available for Linux or a different oper-
ating system.

The high availability daemon 720 monitors the health of
the gateway host 700 and/or the namespaces 710 and 715
operating on the host 700. This daemon is responsible for
reporting to the controller 795 when the gateway host 700 is
no longer healthy and should be taken out of use, thereby
allowing the controller to assign the namespaces operating on
the host to new gateway hosts, modify flow entries used for
tunnel encapsulation at the VM hosts that send packets to the
L3 gateways implemented on the gateway host 700, etc.

The high availability daemon 720 includes a monitor 793
and a health status modifier 797 in some embodiments. The
monitor 793 of some embodiments monitors various aspects
of the gateway host machine 700 to determine whether the
machine should remain in use or be taken out of use for
hosting [.3 gateways (as well as other services for logical
networks). The monitor 793 may monitor the underlying
hardware resources (e.g., processors, memory, etc.) to ensure
that these resources are functioning well enough to provide
the logical routing services at necessary speeds. In addition,
the monitor 793 ensures that connections to the other host
machines (e.g., the VM hosts that send traffic to the gateway
host) are functioning properly. Some embodiments monitor
the connections by monitoring the physical NICs, and moni-
toring whether packets are received from these hosts. In addi-
tion, the monitor 793 of some embodiments monitors the
software operating on the host. For instance, the monitor
checks on the other modules of the virtualization software
705 and the namespaces 710 and 715 to ensure that they have
not crashed or otherwise failed. In addition, in some embodi-
ments the high availability daemon 720 uses Bidirectional
Forwarding Detection (BFD) to monitor upstream routers
(e.g., routers external to the managed network) directly.

When the monitor 793 determines that the gateway host
700 should be taken out of use for any reason, the high
availability daemon 720 notifies the physical controller 795
that manages the gateway host machine 700. To notify the
controller, in some embodiments the health status modifier
797 modifies the database tables 745 with information that
the database daemon 765 (e.g., via the configuration retriever
765) propagates up to the controller 795. In some embodi-
ments, the health status modifier 797 modifies a table that
includes a health variable for the gateway host 700 to indicate
that the gateway should be inactive. In some embodiments,
the health status modifier 797 modifies a row in the tables 745
created for each namespace to indicate that the namespace
should be considered inactive. When a single namespace
crashes, the health status modifier 797 only modifies the data
for the crashed namespace.
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The configuration retriever 765, in some embodiments,
detects that the database tables 745 have been modified and
sends updated data tuples to the physical controller 795.
When the controller 795 receives such an indication, the
controller identifies the logical controllers with affected logi-
cal routers, enabling these controllers to (i) assign the logical
ports for implementation on new gateway hosts, and (ii) gen-
erate new flow entries for the MFE hosts that send packets to
the L3 gateways.

III. Configuration of Routing Protocol Application

As indicated in the previous section, in some embodiments
an application (e.g., a user space daemon) or set of applica-
tions operating on the gateway host machine is responsible
for receiving a L3 gateway configuration and installing that
configuration in a namespace or other container on the gate-
way host. The L3 gateway configuration may include a rout-
ing table, a routing protocol configuration, as well as other
data. The application, among other functions, retrieves infor-
mation from a set of database tables stored on the host and
uses that information to set up the [.3 gateway, with its various
functionalities, in a namespace on the host. This setup
includes the generation of a configuration file that specifies
various BGP parameters and BGP neighbors for the BGP
daemon, in some embodiments.

FIG. 8 conceptually illustrates a process 800 of some
embodiments for setting up or modifying a L.3 gateway on a
gateway host machine. In some embodiments, the process
800 is performed by a user space daemon in the virtualization
software running on the gateway host, such as the namespace
daemon 785. As shown, the process 800 begins by receiving
(at 805) a modification to database tables that define L3
gateways implementing a logical router port with BGP to run
on the host machine. In some embodiments, the application
responsible for creating the [.3 gateway on the host and gen-
erating the BGP configuration file listens on a set of database
tables that are populated by controller data. When a new row
is added to the table defining the namespaces on the host, oran
existing row is modified, the application detects this change
and retrieves the data. When the change relates to either the
creation of a namespace with a BGP daemon or the modifi-
cation of the BGP configuration for an existing namespace,
the BGP configuration generator is called in order to create or
modify the configuration file for the new/affected BGP dae-
mon.

Upon receiving the database tables, the process 800 deter-
mines (at 810) whether the container for the affected L3
gateway is already operating on the host machine. That is, the
process determines whether the modification to the database
tables is for adding a new gateway or modifying an existing
gateway. In some embodiments, the database tables on the
gateway host first receive a data tuple simply defining a new
container, and then subsequently receive the configuration
information, in which case the routing table and/or BGP
configuration data will be treated as a modification to an
existing namespace.

When the container is not yet operating on the host
machine, the process creates (at 815) a container for a new L3
gateway on the host machine. In some embodiments, a user
space application operating in the virtualization software of
the gateway host machine (e.g., a namespace daemon) is
responsible for creating and removing containers for [.3 gate-
ways on the host. As mentioned, in some embodiments this
container is a virtualized container such as a namespace or a
virtual machine that operates on top of the base operating
system. Some embodiments use a Linux namespace, as this
uses less operational resources than a typical virtual machine,
and is adequate for the operations performed by the L3 gate-
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way (e.g., IP stack including routing, BGP daemon). In some
embodiments, each gateway host machine runs numerous
(e.g., dozens) of namespaces operating [.3 gateways for
numerous different logical routers of numerous different logi-
cal networks.

Next, the process 800 determines (at 820) whether a rout-
ing table has yet been defined for the affected L3 gateway
according to the configuration in the database tables. For
example, if the database tables only define a new L3 gateway
without providing any information about the configuration of
the namespace for the L3 gateway, then the namespace dae-
mon will create a new namespace on the host, but not config-
ure the namespace at all. Furthermore, if the database tables
only include modifications to other aspects of the namespace,
such as the BGP configuration, then the namespace daemon
will not modify the routing table of the particular L3 gateway.
However, in some embodiments, the namespace daemon
ensures that any routes advertised by the BGP daemon are
also in the routing table of the 1.3 gateway. As such, if new
prefixes are added to the list of those to advertise in the BGP
configuration, then the namespace daemon adds these to the
routing table if not already present.

However, when the routing table currently installed in the
container does not match the routing table definition in the
database tables (either because there is no routing table yet
defined or because the routing table definition has been modi-
fied), the process generates or modifies (at 825) the routing
table for the L3 gateway, and installs (at 830) the routing table
in the container. In some embodiments, this is actually one
operation, as the namespace daemon directly modifies the IP
stack in the namespace. In other embodiments, the
namespace daemon generates a routing table or IP stack and
then installs this in the container as a separate action.

Next, the process 800 determines (at 835) whether the BGP
daemon has been started in the container for the L3 gateway.
For example, if the container was previously created without
a configuration, or if the container was just created during the
process 800 (i.e., if the database tables defined a new con-
tainer with a BGP configuration), then the daemon would not
have yet been started in the container. On the other hand, if the
modification to the database tables was just an update to the
routing table or the BGP configuration (e.g., adding routes for
a new logical switch, adding or removing a BGP neighbor,
etc.), then the BGP daemon would already be in operation in
the container for the L3 gateway.

When the BGP daemon has not yet been started, the pro-
cess starts (at 840) a BGP daemon in the container. In some
embodiments, the namespace daemon sends an instruction to
the namespace implementing the 1.3 gateway to start up a
BGP daemon. In order for the namespace to actually run an
instance of the BGP daemon, in some embodiments the soft-
ware is already installed on the namespace by default. In other
embodiments, either the namespace retrieves the daemon
(e.g., from a storage on the gateway host) or the namespace
daemon retrieves the daemon and installs it on the namespace.

With the BGP daemon started, the process determines (at
845) whether the configuration of the BGP daemon matches
that defined in the received database tables for the [.3 gate-
way. If the BGP daemon was just started (at operation 840),
then the daemon will not yet have a configuration, and there-
fore clearly will not match that defined in the database tables.
In addition, the database table modifications might add or
remove routes to advertise, add or remove BGP neighbors, or
modify the data for a BGP neighbor. However, if the database
table modifications only affect the routing table, then no BGP
configuration modifications will be required.
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When the operating configuration does not match that
defined by the database tables, the process generates (at 850)
a configuration file from the database tables and stores the file
in the file system of the host machine. In some embodiments,
within a specific directory of the file system, each of the
gateways operating on the machine is assigned a sub-direc-
tory for, e.g., the BGP configuration file, as well as storage for
other data (e.g., a DHCP configuration file, etc.). In order to
generate the configuration file, in some embodiments the
namespace daemon uses the data tuples from the database
table records and transforms them into a specific format read-
able by the BGP daemon. For instance, in some embodiments
the configuration file is a textfile. In other embodiments, the
namespace daemon first generates an intermediate configu-
ration file (e.g., a text file), then converts this into a binary
snapshot readable by the BGP daemon, and stores both of
these files in the directory for the BGP daemon instance in the
namespace. The configuration file, in some embodiments,
defines (i) the autonomous system and identification infor-
mation for the BGP daemon as a router, (ii) a set of routes for
the BGP daemon to advertise, and (iii) information about the
external router peers of the BGP daemon.

Once the configuration file has been generated, the process
800 notifies (at 805) the BGP daemon to read the configura-
tion file in order for its configuration to match that defined in
the database tables. In some embodiments, the notification
takes place via a TCP connection within the gateway host
between the namespace daemon and the BGP daemon. The
BGP daemon, in some embodiments, reads the binary con-
figuration file, calculates changes from its current operating
configuration, and applies these changes.

IV. BGP Operation in Gateway

Once the BGP daemon has been instantiated, and its con-
figuration file loaded, the 1.3 gateway can participate in route
exchange as a peer of the external routers. FIG. 9 conceptu-
ally illustrates a process 900 of some embodiments per-
formed by the routing protocol application (e.g., BGP dae-
mon) of some embodiments in order to advertise routes to
external routers for an 1.3 gateway. The process 900 repre-
sents a process performed by the BGP daemon upon initial
startup. One of ordinary skill in the art will recognize that in
many cases the operations will not be performed in the linear
fashion shown in this figure. For example, communication
with different external routers may require different lengths
of setup time, and the BGP daemon treats each peer-to-peer
connection as a separate process in some embodiments.

As shown, the process 900 begins by receiving (at 905) a
BGP configuration. As described in the previous section, in
some embodiments a user space application in the virtualiza-
tion software of the host (e.g., the namespace daemon) gen-
erates a BGP configuration file, stores the configuration file in
adirectory of the host file system for the namespace, and then
notifies the BGP daemon of the configuration file. At this
point, the BGP daemon can retrieve the BGP configuration
from the directory.

Next, the process 900 installs (at 910) the configuration. In
some embodiments, the BGP daemon reads the retrieved
binary file, determines the differences between its current
operating configuration and the configuration specified in the
binary file, and applies these changes to the existing configu-
ration such that the new operating configuration matches that
in the configuration file. If this is the initial setup for the BGP
daemon, then the operating configuration will have no data.
However, if the change is limited to adding or removing a
route to advertise, or adding, removing, or modifying infor-
mation about a neighbor physical router, then the BGP dae-
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mon only modifies its configuration to effect the changes,
rather than reloading the entire configuration.

With the configuration installed, the process identifies (at
915) the BGP neighbors (i.e., peer physical routers) with
which to set up a connection in order to advertise routes. This
may be a single physical router (e.g., as shown in FIG. 15
below) or several physical routers to which the gateway (us-
ing the BGP daemon) advertises the same routes (e.g., as in
FIG. 10 below). In some embodiments, the physical connec-
tions between the gateway host machines on which the L3
gateways operate and the external physical routers are set up
manually and identified to the network controller by the
administrator when the network is configured, whereas in
other embodiments the network controller identifies the rout-
ers to which each gateway is connected automatically without
this information being input by a user.

In some embodiments, the BGP daemon identifies, for
each physical router, the IP address of the router, the autono-
mous system number to which the router belongs, the keep-
alive timer for a BGP session with the router, a hold-down
time that specifies a duration after which the BGP daemon
should assume the router has gone down if no keep-alive
messages have been received, and optionally a password for
authentication. Different physical routers with which a single
BGP daemon establishes connections may use different BGP
settings (e.g., different keep-alive or hold-down timers) and
belong to different autonomous systems.

Next, the process opens (at 920), or attempts to open, a
BGP session with each of the identified BGP neighbors. In
some embodiments, the BGP daemon operates as the stan-
dard BGP state machine for each connection. That is, the
daemon essentially instantiates a separate state machine for
each BGP connection with a different physical router. The
daemon, for each connection, attempts to transition to the
Established state in order to be able to exchange route updates
with the physical router. That is, the BGP daemon attempts to
initiate a TCP connection with the peer, send an Open mes-
sage and receive an Open message in return, and send and
receive keep-alive messages in order to transition from the
Connect state to the OpenSent state to the OpenConfirm state
and finally to the Established state. When a connection with a
peer router is in the Established state, the BGP daemon and
the peer router can exchange route information.

However, for various reasons, the BGP daemon might be
unable to open a session (also referred to as establishing
adjacency) with one or more of its identified neighbors. For
instance, if the autonomous system number provided in the
configuration file for a particular peer router does not match
the actual autonomous system number configured on the peer
router, then adjacency will not be established. The process
900 assumes that adjacency is established for each BGP
neighbor—if the daemon fails to open a session with a par-
ticular router, then it continues attempting in some embodi-
ments (e.g., attempting to establish a TCP session, attempting
to send and receive Open messages, etc.).

The process also identifies (at 925) the routes to advertise
to its peers with which a BGP session has been established,
based on the configuration file. In some embodiments, the
BGP daemon advertises the same addresses and prefixes to
each of the routers with which it peers. These may be single IP
addresses (e.g., 10.1.1.1) or CIDR prefixes (e.g., 10.1.1/24)
that represent ranges of IP addresses. In some embodiments,
the BGP daemon advertises all routes in CIDR slash-notation
(e.g., using /32 to denote a single 1P address).

Using the identified prefixes and addresses, the process
generates (at 930) packets for each identified neighbor with
which an adjacency has been established. In some embodi-
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ments, these packets are standard BGP Update packets that
identify the known reachable prefixes and the list of autono-
mous systems through which a packet will have to pass to
reach each prefix. For routes to logical switches, the BGP
packetadvertises the subnet (e.g., 10.1.1/24) and only a single
autonomous system number (that to which the L3 gateway
belongs), as packets will not have to be sent to any other
autonomous systems once reaching the 1.3 gateway in order
to reach the VM hosts.

Each time a packet is generated, the process sends (at 935)
the generated packet out of the namespace to the local MFE in
order for the MFE to send the packet out over the external
network to the destination physical router neighbor. If the
BGP daemon establishes adjacencies with three different
physical routers, then the daemon will send the same BGP
Update packet to three different destinations via the MFE.
Furthermore, several different namespaces might be running
BGP daemon instances on the same host for different logical
routers, in which case the same router might receive several
different Update packets advertising completely different
routes.

FIGS. 10-14 conceptually illustrate an example of the use
of BGP in a [.3 gateway to advertise routes to a set of three
external routers for a logical network. FIG. 10 illustrates both
the logical network 1000 and the physical implementation of
that logical network in a managed network 1025. As shown in
the top half of the figure, the logical network 1000 is config-
ured similarly to the logical network 100 of FIG. 1, with a
single logical router 1015 connecting two logical switches
1005 and 1010. The first logical switch 1005 includes IP
addresses in the subnet 10.0.0/24 (sometimes written as
10.0.0.0/24), and the second logical switch 1510 includes IP
addresses in the subnet 10.0.1/24 (sometimes written as
10.0.1.0/24). In addition, the logical router 1015 includes
three ports that connect to an external network 1020, for
which route advertisement (e.g., using BGP) is activated.

The bottom portion of FIG. 10 illustrates the physical
implementation of the logical network 1000. Within the man-
aged network, a set of VM host machines 1030 hosts the VMs
attached to the logical switches 1005 and 1010. These VM
hosts 1030 may each host a single VM from the logical
network, and some might host multiple VMs, either from the
same logical switch or different logical switches. The for-
warding tables of the MFEs on the VM hosts each implement
both of the logical switches 1005 and 1010 as well as the
logical router 1015. In addition, in some embodiments, these
VM hosts 1030 may host VM from other logical networks,
and the forwarding tables of the MFEs would then implement
these other logical networks as well. Furthermore, the man-
aged network 1025 of some embodiments includes additional
VM hosts that host VMs for other logical networks but upon
which none of the VMs for logical network 1000 reside.

In addition, the managed network 1025 includes three gate-
way hosts 1035-1045. Each of these gateway hosts 1035-
1045 hosts a namespace that implements one of the three
logical router ports that faces the external network 1020.
Specifically, the first gateway host 1035 hosts a first
namespace 1050 implementing a first logical router port, the
second gateway host 1040 hosts a second namespace 1055
implementing a second logical router port, and the third gate-
way host 1045 hosts a third namespace 1060 implementing a
third logical router port. Each of these namespaces 1050-
1060 operates a BGP daemon or other routing protocol appli-
cation for exchanging routing information with the attached
external network routers. A MFE also operates on each of the
gateway hosts 1035-1045. In some embodiments, the MFEs
each implement the logical switches 1005 and 1010 as well as
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the logical router 1015. While outgoing packets from the
VMs will have already been processed through most of the
logical network, these MFEs act as first-hop MFEs for incom-
ing packets, and process these incoming packets through the
logical network in some embodiments. As the gateway hosts
may implement other namespaces for other logical networks,
these MFEs may implement other logical networks as well.

In this example, three external network routers 1065-1075
connect to the namespaces 1050-1060 through the MFEs on
the gateway hosts. The first router 1065 connects to only the
namespace 1050 on host 1035, the second router 1070 con-
nects to all three of the namespaces 1050-1060, and the third
router 1075 connects to the namespace 1060 on host 1045.
These routers may provide connections through to the Inter-
net, other networks, etc.

FIG. 11 conceptually illustrates the provisioning of the
BGP daemons in the three namespaces 1050-1060 on the
gateway hosts 1035-1045 by a controller cluster 1100 that
operates to control the managed network 1025. The controller
cluster 1100, in different embodiments, may be a single con-
troller, a pair or group of controllers operating in a master-
standby(s) configuration, or a hierarchy of controllers such as
those shown in FIG. 3. As shown, the controller cluster 1100,
based on configuration information entered to define the logi-
cal network 1000, transmits BGP configuration data to the
three gateway hosts 1035-1045 in order to provision the BGP
daemons operating in the namespaces on those hosts. Among
other information, the BGP configuration data includes the
prefixes to advertise (which are the same for each of the
gateways) and the list of BGP neighbors (peer routers).

In this example, the controller cluster sends data 1105 to
the first gateway host 1035 indicating the prefixes 10.0.0/24
and 10.0.1/24 and two BGP neighbors 15.1.1.1 and 16.1.1.1
(the IP addresses for the two routers with which this gateway
interfaces). The controller cluster sends data 1110 to the
second gateway host 1040 indicating the same two prefixes
and only one BGP neighbor 16.1.1.1. Lastly, the controller
cluster sends data 1115 to the third gateway host 1045 indi-
cating the same two prefixes and two BGP neighbors 16.1.1.1
and 17.1.1.1. In some embodiments, the controller cluster
transmits this data in the same format as other non-flow entry
configuration data for the gateway (e.g., as data tuples trans-
mitted using the OVSDB protocol). The BGP configuration
data sent from the controller may also include other data such
as the autonomous system number (which will be the same
across the gateways), router identification info for the gate-
ways, and additional information about the peer routers (e.g.,
the autonomous system numbers of the peers).

After receiving the configuration data from the controller
cluster 1100, applications (e.g., daemons running in the vir-
tualization software) on each of the gateway hosts 1035-1045
configure the BGP daemons operating on their respective
namespaces (e.g., by generating a configuration file for the
BGP daemon). The BGP daemons then begin operations, and
attempt to set up connections with their identified peer exter-
nal routers. For example, the BGP daemon in the namespace
1050 establishes two separate TCP connections with the rout-
ers 1065 and 1070, then further establishes BGP sessions with
these routers by sending BGP Open and keep-alive messages.
If such messages are also received from these routers, then the
BGP daemon can send out Update packets to the peer routers.

FIG. 12 conceptually illustrates the BGP Update packets
sent by BGP daemons in the namespaces 1050-1060 accord-
ing to some embodiments. These packets, in some embodi-
ments, identify themselves as BGP Update packets (i.e., inthe
BGP header), identify the source router, and identify reach-
ability information for various prefixes. This reachability
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information, in some embodiments, identifies (i) a prefix in
CIDR format and (ii) an ordered set of autonomous systems
through which packets will pass in order to reach an IP
address in the subnet defined by the prefix if sent to the source
of the Update packet. For instance, in a typical physical
network, a router might identify a prefix 192.10.10.0/24 that
is reachable through autonomous systems 15, 8, 6 (with the
sending router located in autonomous system 15).

In most cases of L3 gateways for a logical network, all of
the routes to VMs attached to the logical switches will only
have a single autonomous system in their reachability infor-
mation, that to which the gateway belongs. In general, either
each logical network is a single autonomous system, or the
managed network as a whole is a single autonomous system.
In some cases, however, the advertised routes could have
more than one autonomous system (e.g., if the managed net-
work is divided into multiple autonomous systems through
which packets pass in order to reach the logical switches).

As shown, the namespace 1050 sends two Update packets
1205 and 1210 to the routers 1065 and 1070 respectively. The
namespace 1050 sends each of these packets through its local
MFE, which includes bridges to the NIC(s) of the gateway
host 1035. Each of these packets is the same (except for the
destination router information), indicating the two prefixes
10.0.0/24 and 10.0.1/24 and the sending namespace informa-
tion. The namespace 1055 sends a single packet 1215 to the
router 1070, indicating the same prefix reachability data but
with different self-identification information. Finally, the
third namespace 1060 sends two packets 1220 and 1225 to
routers 1070 and 1075, also identifying the same two prefixes
with equivalent reachability information, with its own self-
identification information.

As a result of receiving these Update packets, the external
routers 1065-1075 update their own routing tables. In some
embodiments, the routers add the learned routes to their Rout-
ing Information Base (RIB), and then recompute routes to the
identified destinations to use in the Forwarding Information
Base (FIB). In some embodiments, the RIB includes all
routes that the router has learned (via connection, manual
input of routes, or dynamic routing protocols such as BGP),
while the FIB includes the routes that the router will actually
use to forward packets.

The routers 1065 and 1075 only have a single way to reach
the prefixes 10.0.0/24 and 10.0.1/24—through [.3 gateways
on the hosts 1035 and 1045 respectively. However, the router
1070 receives route advertisement from the namespaces on
all three gateway hosts 1035-1045, each indicating them-
selves as possible next hops to reach these prefixes. In gen-
eral, when confronted with multiple routes in the RIB to reach
a particular destination IP address or range of addresses, one
of the physical routers determines which of the routes is
optimal (e.g., based on the number of autonomous systems
traversed, or other data) and selects the most optimal route to
use in the FIB. In this case, though, the three possible routes
presented to the router 1070 for 10.0.0/24 are equivalent. In
some embodiments, the router 1070 simply chooses one of
these routes for its FIB. If the router 1070 is capable of
equal-cost multi-path (ECMP) forwarding, however, then the
router adds all three of the routes (i.e., to the namespaces
1050-1060) to its FIB as equal-cost options. This enables the
spreading of traffic across the three gateways, preventing any
of them from becoming a single bottleneck for incoming
traffic.

FIGS. 13 and 14 conceptually illustrate the path taken by
traffic ingressing into the managed network 1025. First, FIG.
13 illustrates the path taken by a packet 1300 sent from an
external source to a VM in the managed network with a
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destination IP address of 10.0.1.1. In this figure, the path
taken by the packet 1300 is shown as the thick dashed line.
The packet arrives at the external router 1065, which consults
its forwarding information base. Based on the Update packet
1205 received by the router 1065, its FIB indicates that pack-
ets with destination IP addresses in the range 10.0.1/24
should be sent to the namespace 1050. Accordingly, the exter-
nal router 1065 forwards the packet to the gateway host 1035.

The packet arrives at the MFE on the gateway host 1035,
which forwards the packet to the namespace 1050 which
serves as a gateway for the particular logical network. In some
embodiments, the external router 1065 would have previ-
ously sent an ARP request to the gateway host 1050 request-
ing a MAC address for 10.0.1.1, and the namespace 1050
would have responded with its MAC address. As such, the
packet 1300 is addressed to the MAC address of the
namespace 1050, which enables the MFE to forward the
packet to this destination.

The namespace 1050 receives the packet, processes it
through its IP network stack (including its routing table), and
returns the packet to the MFE through a different interface
with the MFE. In some embodiments, the processing pipeline
in the namespace may include some or all of network address
translation, firewall processing, and routing. Some embodi-
ments, however, do not allow stateful services such as net-
work address translation to be performed on the gateways for
distributed logical routers with multiple gateways, due to the
difficulty of state sharing. The routing performed by the
namespace, in some embodiments, maps the destination IP
address to a destination MAC address of the logical router
port to which the gateway attaches, in some embodiments. In
other embodiments, the routing maps the destination IP
address to the destination MAC address of the VM or other
entity to which the packet is being sent. When the MFE
receives the packet through a different interface, this enables
the MFE to treat the packet as entering the logical router, at
which point the MFE can perform logical processing to iden-
tify the logical egress port of a logical switch for the packet,
and send the packet to the appropriate one of the VM hosts
1030.

FIG. 14 illustrates two packets 1405 and 1410 sent from the
external network to VMs with IP addresses 10.0.1.1 and
10.0.1.3, respectively, through router 1070. In this case, both
of these packets 1405 are forwarded by the same entry in the
FIB of the router 1070, but to different gateways in the man-
aged network 1025. When the external router 1070 receives
the packet 1405, the FIB entry indicates for the router to use
an ECMP technique to choose one of the three equal cost
destinations 1050-1060. The router 1070, in some embodi-
ments, hashes a set of the packet properties in order to deter-
mine to which of the destinations to send the packet. For
instance, some embodiments use the source and destination
IP addresses, while other embodiments use source and/or
destination MAC addresses, the transport connection 5-tuple
(source IP address, destination IP address, transport protocol,
source transport port number, and destination transport port
number), or other combinations of packet properties. In order
to determine how to correlate a hash result to a particular one
of the equal-cost destinations, some embodiments simply
calculate the hash modulo the number of listed destinations.
Other embodiments use algorithms such as consistent hash-
ing or highest random weight, that modify the destination for
less of the traffic when a gateway is added or removed from
the list of equal-cost destinations than would a simple modulo
N algorithm.

Irrespective of the algorithm used (some embodiments
may not even use a hash function, but instead use other load
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balancing techniques), the advertisement of the same routes
by several active [.3 gateways for a logical router to the same
external physical router allows for that physical router to use
its ECMP techniques to spread traffic among these several
gateways. Thus, in this case, the router 1070 sends the first
packet 1405 to the namespace 1055 and the second packet
1410 to the namespace 1060, even though these packets are
governed by the same forwarding entry in the router.

The previous example shown in FIGS. 10-14 illustrates an
example of a single logical network being implemented in a
managed network 1025. The example of FIGS. 15-18 con-
ceptually illustrates two logical networks implemented in a
set of gateways. In this case, the top half of FIG. 15 illustrates
the architecture of a first logical network 1500 and a second
logical network 1525. These logical networks have similar
architectures, with the first logical network 1500 including a
logical router 1515 that connects two logical switches 1505
and 1510 to each other and to an external network 1520. The
first logical switch 1505 includes IP addresses in the range
10.0.0/24 and the second logical switch 1510 includes IP
addresses in the range 10.0.1/24. The logical router 1515
includes four ports that connect to the external network 1520.
The second logical network 1525 includes a logical router
1540 that connects two logical switches 1530 and 1535 to
each other and to the external network 1520. The first logical
switch 1530 includes IP addresses in the range 11.0.0/24 and
the second logical switch 1535 includes IP addresses in the
range 11.0.1/24. The logical router 1540 includes three ports
that connect to the external network 1520. The first and sec-
ond logical networks 1500 and 1525 belong to different ten-
ants, in this case.

The bottom portion of FIG. 15 illustrates the physical
implementation of these networks in a managed network
1550, which is similar to the physical implementation of the
logical network 1000 shown in FIG. 10. For simplicity, the
VM hosts 1545 are collectively represented as a single box in
this diagram. While the figure indicates a single tunnel
between each MFE in a gateway host and the VM hosts 1545,
one of ordinary skill will recognize that in some embodiments
each of the gateway hosts has numerous separate tunnels to
the separate machines hosting VMs of the logical networks.

The portion of the managed network 1550 that implements
these two logical networks 1500 and 1525 includes four gate-
way hosts 1555-1570. On three of these gateway hosts 1555,
1560, and 1570, namespaces implementing logical ports for
both the logical router 1515 and the logical router 1540 oper-
ate. That is, the gateway host 1555 hosts both a namespace
1557 implementing a first connection to the external network
for the logical router 1515 and a namespace 1559 implement-
ing a first connection to the external network for the logical
router 1540. The gateway host 1560 hosts both a namespace
1562 implementing a second connection to the external net-
work for the logical router 1515 and a namespace 1564 imple-
menting a second connection to the external network for the
logical router 1540. The gateway host 1570 hosts both a
namespace 1572 implementing a third connection to the
external network for the logical router 1515 and a namespace
1574 implementing a third connection to the external network
for the logical router 1540. Finally, the gateway host 1565
only hosts a single namespace 1567 (at least when consider-
ing the implementation of these two logical networks—the
gateway host may have namespaces for other logical net-
works not shown) implementing a fourth connection to the
external network for the logical router 1515. Thus, different
logical routers may have different numbers of ports facing
external networks, as determined by administrator configu-
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ration in some embodiments. In addition, each of the gateway
hosts 1555-1570 connects to only a single external physical
router 1575.

FIG. 16 illustrates the provisioning of the BGP daemons in
the seven namespaces 1557-1574 by a controller cluster
1600, similar to the provisioning shown in FIG. 11. In this
case, however, the controller cluster generates BGP configu-
ration data for namespaces implementing connections for
both of the logical routers 1515 and 1540. In some embodi-
ments that use a hierarchical network of controllers such as
that shown in FIG. 3, the controller cluster 1600 includes two
different logical controllers that generate the BGP configura-
tion for the two different logical routers. These two different
logical controllers would then both send the generated con-
figuration data to the same set of physical controllers for
distribution to the gateway hosts. A physical controller that
manages the gateway host 1555 would receive data from both
of the logical controllers to distribute to the gateway host
1555.

Even if the same controller generates the data for both BGP
configurations, in some embodiments the controller distrib-
utes this data in separate transactions. Thus, the gateway host
1555 receives data defining the namespace 1557 and its BGP
configuration separate from the data defining the namespace
1559 and its BGP configuration. As shown, these configura-
tions may specify the same neighbor router, but different
prefixes to advertise. In some embodiments, the BGP neigh-
bors are stored as global information on the gateway host, for
use by all of the BGP daemons running in the various
namespaces on the host. That is, each external router to which
a gateway hosthas a connection will be a peer for all instances
of BGP operating on the gateway host. In other embodiments,
the peering is determined on a per-namespace (per-L.3 gate-
way) level, and some BGP daemons on a particular host will
peer with a router while others do not.

FIG. 17 conceptually illustrates the BGP Update packets
sent by the various BGP daemons to the external router 1575,
once the daemons running in the various namespaces have
established adjacencies with the router. These packets are
similar to those described above by reference to FIG. 12. As
a result, the router 1575 will have four equal-cost options for
packets sent to IP addresses in the ranges 10.0.0/24 and
10.0.1/24, and three equal-cost options for packets sent to IP
addresses in the ranges 11.0.0/24 and 11.0.1/24.

FIG. 18 conceptually illustrate the paths taken by three
packets ingressing into the managed network 1550. A first
packet 1805 and a second packet 1810 both have a destination
IP address of 10.0.1.1. However, while having the same des-
tination, these packets may have different additional proper-
ties (e.g., source IP address, source and destination transport
port numbers, transport protocols, etc.). As such, using its
ECMP algorithm, the router 1575 sends the packets to differ-
ent namespaces (the path of the packets is indicated by dif-
ferent types of dashed/dotted lines). The router 1575 sends
the first packet 1805 to the namespace 1557 in the gateway
host 1555, while sending the second packet 1810 to the
namespace 1567 in the gateway host 1565. Thus, even pack-
ets sent to the same IP address may be routed differently into
the network. However, some embodiments require that the
external router use an algorithm that routes packets from the
same transport connection to the same one of the gateways.
Using a calculation based on either the source/destination IP
addresses, or the connection 5-tuple serves this purpose.

In addition to the packet 1805 sent to the gateway host
1555, the external router 1575 also sends a packet 1815 with
a destination IP address of 11.0.1.1 to this gateway host. This
third packet 1815 is sent by the MFE at the gateway host 1555
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to the other namespace 1559, which routes the packet back to
the MFE for logical first-hop processing. The MFE, in some
embodiments, differentiates between the packets by destina-
tion MAC address, as described above.

This section refers to several packets of different types. The
term “packet” is used here as well as throughout this appli-
cation to refer to a collection of bits in a particular format sent
across a network. One of ordinary skill in the art will recog-
nize that the term packet may be used herein to refer to various
formatted collections of bits that may be sent across a net-
work, such as Ethernet frames, TCP segments, UDP data-
grams, [P packets, etc.

V. Controller as Route Server

The above sections describe a network control system in
which the network controller generates the BGP configura-
tion for a logical router implementation, then sends that con-
figuration to a gateway that performs both the ingress and
egress routing for the network as well as the route advertise-
ment to one or more routers in the external network. In some
embodiments, however, the controller or controller cluster
has a direct connection to the external router, and acts as a
route server. That is, in addition to generating configuration
data in order for the managed network to implement a logical
network (e.g., BGP configuration data, routing table for L3
gateways, flow entries for the MFEs, etc.), the controller
advertises routes to one or more routers in the external net-
works, thereby preventing this traffic from taking up band-
width in the data path of the gateway MFEs.

The controller of some embodiments sends BGP updates to
the external routers that, rather than identifying the source of
the packet as the next hop for advertised prefixes, instead
identify one of the namespaces implementing a [.3 gateway as
the next hop. In addition, in some embodiments, the control-
ler receives BGP packets from the routers, which it can use to
supplement the routing table for one or more logical routers.

FIG. 19 conceptually illustrates a process 1900 of some
embodiments for generating BGP configuration data for a
logical network and then implementing that configuration
databy a BGP service in the controller that generated the data.
In some embodiments, portions of the process 1900 are per-
formed by a table mapping engine and/or route generation
engine within a controller, while other portions of the process
are performed by a BGP application within the controller. The
controller generates the BGP configuration, but then provides
it to a module running internally, rather than distributing the
configuration to a gateway host that runs a BGP daemon.

As shown, the process 1900 begins by receiving (at 1905)
instructions to create a logical router with one or more ports
connecting to an external network. These instructions may be
the result of a network administrator designing a logical net-
work (e.g., through a cloud management application that
passes the logical network configuration through controller
APIs) that includes the logical router. In some embodiments,
the instructions to create the logical router specifically indi-
cate that the connections to the external network should be
implemented using BGP, or another protocol, for router peer-
ing and route advertisement. In other embodiments, this capa-
bility is automatically enabled for all logical routers with at
least one connection to the external network.

Next, the process selects (at 1910) gateway host machines
for each of the ports that connect to the logical network. Some
embodiments assign each port to a different gateway host,
while other embodiments allow multiple ports (and therefore
multiple namespaces hosting routing tables) to be created on
a single gateway host. In some embodiments, the gateway
hosts are arranged in terms of clusters, or failure domains.
These clusters, in some embodiments, may be sets of host
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machines that are physically located together in the managed
network, and therefore more likely to all fail together (e.g.,
due to a top of rack switch failing, power issues, etc.). Dif-
ferent embodiments may assign gateways to host machines
differently respective to the clusters. For instance, some
embodiments assign only one gateway per cluster for a par-
ticular logical router, while other embodiments assign all
gateways for a logical router to the same cluster. Yet other
embodiments may assign gateways to several different clus-
ters, but allow two or more gateways within a single cluster.

Furthermore, in some embodiments, the gateway host
machines may be assigned to different groups based on the
functions for which those gateway hosts are used. For
example, within a physical managed network, some embodi-
ments use a first group of gateway hosts for providing logical
services (e.g., DHCP, metadata proxy) and a second group of
gateway hosts for .3 gateways. Each group may span several
clusters of gateway hosts, thereby allowing for the process to
select gateway host machines within the second group from
several clusters (i.e., failure domains).

Some embodiments allow the administrator to specify the
cluster to which the controller assigns each logical port of the
logical router, and the controller handles selection of the
actual gateway host within that cluster. Thus, the administra-
tor might specify to have two logical ports assigned to gate-
ways in a first cluster, four in a second cluster, and two more
in a third cluster. The controller then assigns each logical port
to a specific gateway host in its selected cluster. For this
assignment, some embodiments use a load balancing tech-
nique, such as calculating a hash function of a property of the
logical router or port (e.g., a UUID assigned by the controller)
modulo the number of gateway hosts in the cluster. This
assigns the logical router ports to gateway hosts within the
cluster effectively at random (even though the algorithm itself
is deterministic), and therefore load balances the [.3 gateways
across the gateway hosts over the long run.

Some other embodiments may use other techniques to load
balance the .3 gateways across the hosts in a cluster. For
instance, rather than using the hash algorithm to choose
between all gateway hosts in a cluster, some embodiments
choose between only those gateways with the fewest number
of'logical routers currently operating, and modulo the result
of the hash function by this smaller number of gateways.
Other embodiments analyze the number of logical routers on
each gateway and the operational load of the gateways (e.g.,
based on number of packets processed over a particular time-
frame) in order to determine to which gateway host a particu-
lar logical router should be assigned.

Next, the process 1900 generates (at 1915) flow entries for
the MFEs on both the VM hosts and selected gateway host
machines in order to implement the logical router in a distrib-
uted fashion and forward packets within the managed net-
work as well as handle packets entering and exiting the net-
work, and generates data tuples for the routing table for
handling packets in 1.3 gateways implementing each logical
port that connects to the external network. These various flow
entries and routing table data tuples are described in detail
above by reference to, e.g., FIG. 5.

The process then distributes (at 1920) the generated data
tuples and/or flow entries to the various host machines. In
some embodiments, the two types of data (flow entries and
routing table data tuples) are distributed via different proto-
cols. Some embodiments distribute the flow entries to both
the VM hosts and the gateway hosts via a first protocol such as
OpenFlow, while distributing the routing table data tuples to
the gateway hosts via a second protocol such as OVSDB. The
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OVSDB protocol used in some embodiments also carries
configuration information for the MFEs (for both the VM
hosts and the gateway hosts).

In addition to generating and distributing the data for pro-
visioning the forwarding of packets within the network, the
controller of some embodiments is responsible for generating
a routing protocol (e.g., BGP) configuration and handling the
exchange of routing information with external routers. As
such, the process 1900 identifies (at 1925) the addresses (and
other information) of the external network router(s) with
which to peer for each logical port (i.e., each [.3 gateway) that
connects to the external network. In some embodiments, the
administrator inputs this data for each logical port, and
handles ensuring that the external routers are correctly con-
nected to the gateway hosts (or, e.g., a top of rack switch to
which the gateway hosts connect). In other embodiments, the
network controller automatically determines the set of exter-
nal routers to which each of the gateway hosts is connected
based on its stored network state information, and uses these
as the external network routers with which to peer the [.3
gateway. In some route server embodiments, the administra-
tor also ensures that the controller is able to connect with the
external routers. In various different embodiments, the con-
troller(s) connect to the routers via a direct connection,
through other machines in the managed network (e.g., gate-
ways or other host machines), etc.

With the external routers identified for each logical port,
the process generates and installs (at 1930) a BGP configu-
ration on the controller using the identified external routers,
the logical network configuration, and the selected host
machines. In some embodiments, the controller instantiates a
separate BGP process for each [.3 gateway for which it acts as
a route server. Thus, if the logical router is defined with three
ports facing the external network, then the controller instan-
tiates three BGP processes (e.g., the BGP daemon described
above, or a different BGP application) for advertising routes
for each of the three gateways. In other embodiments, the
controller instantiates a single BGP process that performs
route advertisement for all of the gateways implementing
ports for the logical router. In some such embodiments, a
single BGP process handles route advertisement for all logi-
cal routers managed by the controller (e.g., for multiple dif-
ferent logical networks).

To generate the BGP configuration for the particular logi-
cal router, the controller (e.g., the table mapping engine in the
controller) identifies the CIDR prefixes for the logical
switches that attach to the logical router, as these are the
prefixes that the controller as route server will advertise to the
external routers (which will be the same for each gateway). In
addition, the controller uses the selections of gateway host
machines for the BGP configuration, and information gener-
ated for the namespace that will run on the gateway host
machine. The BGP process on the controller will send out
packets advertising these namespaces (rather than itself) as
the actual next hop(s) for the advertised routes, and therefore
must be able to provide the requisite data about the
namespaces (e.g., the autonomous system number, the router
identifier, etc.). Furthermore, the configuration requires an
identification of the external routers with which to exchange
route information for each namespace. In some cases, the
namespace to external router connections might be similar to
those in FIG. 10 (i.e., with different 1.3 gateways for the
logical router connecting to different sets of external routers),
in which case the controller cannot simply advertise the same
set of next hop destinations to each external router. Instead,
the controller stores the list of neighbors for each next hop L3
gateway, such that it can send packets to each of these neigh-
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bors advertising the particular [.3 gateway as a next hop for
the routes to the logical network.

In some embodiments, the controller generates a configu-
ration file, or several configuration files, for the BGP
instance(s). These configuration files may be similar to the
files generated by the namespace daemon described above.
The controller stores the configuration files in a location at
which the BGP processes can access the files and load their
configuration. At this point, the controller can begin acting as
a route server to contact the external routers.

As such, the process 1900 opens (at 1935), or attempts to
open, BGP session(s) with the neighbor external routers iden-
tified in the configuration. As in the inline model described in
the previous section, several BGP sessions are started, each
operating as its own independent state machine. For instance,
if the logical network includes three ports facing the external
network (and thus three gateways), each of which connect to
two different external routers, then the controller will initiate
six separate BGP sessions in some embodiments. In other
embodiments, the controller initiates only one BGP session
per external router, and sends Updates that specify the several
different next hop options for the routes advertised to the
external router. This process 1900 assumes that adjacency is
established for each BGP session—if the BGP process fails to
open a session with a particular router, then the controller
continues attempting to do so in some embodiments before
transitioning to operation 1940.

Using the BGP configuration data, the process generates
(at 1940) packets for each established BGP session. In some
embodiments, these packets are standard BGP Update pack-
ets that identify the known reachable prefixes, the next hop
destination for those prefixes, and the list of autonomous
systems through which a packet will have to pass to reach
each prefix. In this case, the controller sending the Update
packet is not the next hop—the packet instead identifies one
of the [.3 gateways as that next hop. For routes to logical
switches, the BGP packet advertises the subnet (e.g., 10.1.1/
24) and only a single autonomous system number (that to
which the [.3 gateway belongs), as packets will not have to be
sent to any other autonomous systems once reaching the L3
gateway in order to reach the VM hosts.

For each generated packet, the process sends (at 1945) the
generated packet out of the controller to the destination physi-
cal router. As mentioned above, this connection may be
implemented as a direct connection between the controller
and the external router, or may travel through portions of the
managed network (e.g., gateways, etc. [f the BGP process on
the controller establishes adjacencies with three different
physical routers for three 1.3 gateway next hops, then the
process will send three different BGP Update packets to three
different destinations each. Furthermore, the controller might
be acting as a route server for several different logical net-
works, in which case the controller also sends several differ-
ent Update packets advertising completely different routes.

FIGS. 20-22 conceptually illustrate an example of the use
of a controller as a route server that advertises routes to an
external router for a logical network. FIG. 20 illustrates both
the logical network 2000 and the physical implementation of
that logical network in a managed network 2025. As shown in
the top half of the figure, the logical network 2000 is config-
ured similarly to the logical network 1000 of the example in
the previous section, with a single logical router 2015 con-
necting two logical switches 2005 and 2010. The first logical
switch 2005 includes IP addresses in the subnet 12.0.0/24,
and the second logical switch 2010 includes IP addresses in
the subnet 12.0.1/24. In addition, the logical router 2015
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includes three ports that connect to an external network 2020,
for which route advertisement using a controller as route
server is activated.

The bottom portion of FIG. 20 illustrates the physical
implementation of the logical network 2000. For simplicity,
the VM hosts 2030 are collectively represented as a single box
in this diagram, as in FIG. 15 above. The three ports of the
logical router 2015 that connect to the external network 2020
are implemented as L3 gateways in namespaces 2050-2060
that operate on gateway hosts 2035-2045, respectively. In this
case, the three gateway hosts each connect to the same single
external router 2065 in order to transmit and receive packets
entering and exiting the logical network.

However, unlike the previous examples, the namespaces
2050-2060 do not operate BGP daemons or any other routing
protocol applications, only functioning to process the
ingressing and egressing packets. Instead, a controller cluster
2070 operates to (i) provide provisioning data to the host
machines 2030-2045 and (ii) operate as a route server to
exchange routing information with the external router 2065.
In this figure, the dashed lines between the controller cluster
2070 and the host machines 2030-2045 indicates control path
connections, while the solid lines (between the gateways
2035-2045 and the router 2065, the gateways 2035-2045 and
the VM hosts 2030, and the controller cluster 2070 and the
router 2065) indicate data path connections.

FIG. 21 conceptually illustrates some of the control and
data path data sent by the controller cluster 2070 in order to
effectuate the logical router 2015. As shown, the controller
cluster 2070 distributes logical router configuration data 2105
(e.g., as data tuples defining routing tables for the
namespaces, as flow entries for the MFEs, etc.) to the gateway
hosts 2035-2045. In some embodiments, the controller clus-
ter sends this data in two channels, with the flow entries for
the MFE sent via a first protocol (e.g., OpenFlow) and the data
tuples defining the namespace and the routing table for the
namespace sent via a second protocol (e.g., OVSDB). The
controller cluster of some embodiments distributes the logi-
cal router configuration data 2105 through a hierarchy of
controllers, with a single logical controller generating the
data and distributing the data to the various physical control-
lers that manage and directly provide data to the three gate-
way hosts 2045.

In addition, the controller cluster 2070 transmits three
separate BGP packets to the external network router 2065.
Some embodiments establish three separate sessions with the
external router 2065 (one for each gateway for which the
controller acts as a route server), while other embodiments
transmit the three BGP Updates as part of a single session.
These BGP packets each (i) advertise the CIDR prefixes
12.0.0/24 and 12.0.1/24, (ii) indicate for each of the prefixes
the ordered list of autonomous systems used to reach
addresses in the range defined by the prefixes (which will be
the single autonomous system for the logical network, in most
situations), and (iii) identify the next hop for the advertised
prefixes. In some embodiments, only this next hop varies
between the three packets, as this identifies the different gate-
ways.

As a result of receiving these three packets, the physical
router 2065 updates its routing table to include three possible
equal cost next hops for packets in the identified IP address
ranges (12.0.0/24 and 12.0.1/24). Assuming the router 2065
has ECMP capabilities, it will spread the traffic for these IP
ranges between the three [.3 gateways on the hosts 2035-
2045. FIG. 22 conceptually illustrates the path taken by sev-
eral packets 2205 and 2210 entering the managed network
2025. Both of the packets are received by the logical router
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2065, and processed by the same forwarding information
base entry. This entry states to use an ECMP algorithm to
decide among the three possible next hops (L3 gateways) for
a packet. As a result, the router sends the first packet 2205 to
the namespace 2055 on the gateway host 2040 and the second
packet 2210 to the namespace 2060 on the gateway host 2045.
The MFEs and namespaces process the packets as described
above in the previous section in order to forward the packets
to the destination virtual machines.

FIG. 23 conceptually illustrates the software architecture
ofa controller 2300 of some embodiments that acts as a route
server for a logical network. As shown, the controller 2300
includes an input interface 2305, a table mapping state com-
putation module 2310, a host assignment module 2315, a
distribution interface 2320, a BGP service 2325, and an exter-
nal network interface 2330. In addition, the network control-
ler 2300 includes one or more state storage databases 2335,
which in some embodiments stores input and/or output of the
table mapping state computation module.

The input interface 2305 of some embodiments receives
input from one or more users to define logical networks (e.g.,
sets of VMs connected through logical switches, logical rout-
ers, middleboxes, gateways to external networks, etc.). For
example, a user could define a logical network such as that
shown in FIG. 20, described above. In some embodiments,
the request received at the input interface specifies the logical
ports in terms of source and destination MAC addresses
entered (or selected) by the user.

When the input interface 2305 receives a specification of a
logical network, the interface of some embodiments trans-
lates this specification into logical control plane data that
defines the logical network, and passes this data to the table
mapping state computation module 2310. In some embodi-
ments, the input interface 2305 reads this logical control
plane data into input tables of the state computation module
2310. The table mapping state computation module 2310 of
some embodiments includes a table mapping engine with a
set of input tables and output tables, and maps records in the
input tables to records in the output tables according to a set
of rules. More specifically, some embodiments translate logi-
cal control plane data into logical forwarding plane data and
subsequently translate the logical forwarding plane data into
universal or customized physical control plane data that can
be passed down to the MFEs that implement the logical
network. The table mapping state computation module 2310
of some embodiments uses nl.og, and is described in greater
detail in U.S. Publication 2013/0058228, which is incorpo-
rated herein by reference.

In addition to generating the physical control plane data, in
some embodiments the table mapping state computation
module 2310 generates other data tuples, such as those for the
routing tables, and BGP configuration data. As described
above, the state computation module may use a set of hosts
selected for hosting gateways by the host assignment module
2315, the IP address ranges of the VMs connected to the
logical networks, and information entered through the input
interface about the external router(s) to compute the BGP
configuration data tuples.

In some embodiments, the table mapping state computa-
tion module 2310 stores its output state in the state storage
database(s) 2335. This database 2335 stores MAC address to
logical port bindings, physical control plane data output by
the table mapping state computation module 2335, routing
table data tuples, BGP configuration information, and other
data in some embodiments.

The host assignment module 2315 uses a hash function or
other algorithm to select gateway hosts for a logical network
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in some embodiments. Based on information provided by the
state computation module 2310, the host assignment module
2315 determines the set of gateway hosts and returns this
selection to the state computation module. For instance, in
some embodiments, based on logical network configuration
input, the state computation module 2310 specifies that a
particular logical router will have a specific number of L3
gateways located in a specific set of gateway host clusters.
The state computation module 2310 requests that the host
assignment module 2315 select a particular gateway hostin a
particular cluster, information which the state computation
module uses when generating the state and the BGP configu-
ration.

As shown, the controller 2300 distributes data to host
machines (both VM hosts and gateway hosts) through its
MEFE interface 2320. Through this interface, the controller
distributes physical control plane data, routing table and con-
figuration data tuples, etc. to the MFEs, [.3 gateways, etc. at
the host machines. In some embodiments, the interface is a
direct connection to the host machines, while in other
embodiments the controller 2300 is a logical controller that
distributes the generated data to a set of physical controllers.
Furthermore, in the inline model embodiments, in which the
BGP service operates in the gateways rather than the control-
ler, the controller uses this interface to distribute BGP con-
figuration data tuples.

In the illustrated embodiments, however, the BGP service
2325 operates on the controller. This BGP service receives
and installs a configuration or set of configurations from the
table mapping state computation 2310 (e.g., as a set of data
tuples), and then establishes BGP sessions with routers out-
side of the managed network according to this configuration.
In some embodiments, the BGP service 2325 combines the
functionality of the namespace daemon and the BGP daemon,
in that it receives the data tuples defining the configuration,
generates a configuration file useable for instantiating a BGP
process, reads and installs the configuration file, and estab-
lishes and participates in BGP sessions with the external
routers.

The BGP service 2325 of some embodiments opens and
establishes BGP sessions with the external routers 2340
through the external network interface 2330. This interface
may be a NIC that handles IP packets in some embodiments,
similar to the connections between gateways and external
routers. Through this interface, the BGP service 2325 sends
updates to the external routers 2340 for each BGP session that
it establishes, enabling the routers 2340 to forward packets
into the logical networks via the gateways provisioned by the
controller 2300.

In addition to advertising routes into the logical network to
the external router, in some embodiments the controller clus-
ter as route server receives BGP packets from the external
router and uses these to update the routing tables for the
logical network. In general, BGP is a bidirectional protocol,
in that each router in a peer-to-peer session sends its routing
information to the other router in the session. As such, the
external router(s) of some embodiments send their informa-
tion to the controller cluster, indicating reachable IP
addresses and prefixes. IF, as in FIG. 10, some of the [.3
gateways connect to multiple routers, then the controller clus-
ter can determine, for various IP addresses advertised by the
L3 gateways, which of the external routers is the optimal next
hop for the IP addresses. The controller cluster can then add
this information to the routing table that it distributes to the L3
gateways.

While the above section describes using the controller as a
route server, some embodiments instead use one or more
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gateway host machines, separate from the gateway hosts that
process ingress and egress traffic for a logical network, as
route servers for the logical router. FIG. 24 conceptually
illustrates such a managed network 2400 of some embodi-
ments within which a logical network (similar in structure to
that of FIG. 1 or FIG. 10) is implemented, and which uses a
separate gateway as a route server. For simplicity, this figure
does not illustrate the host machines upon which the VMs
attached to the logical network reside.

Thelogical router has three ports connecting to the external
network, and therefore these ports are implemented on three
gateways 2405-2415, in three namespaces 2420-2430. These
namespaces operate as .3 gateways to handle ingress and
egress traffic, but do not operate a routing protocol applica-
tion, and therefore do not exchange data with the external
network router 2435. Instead, the controller selects a fourth
gateway host 2440 to operate as a route server for the logical
network. A namespace 2445 operates on the gateway host
2440, running a BGP daemon similar to those shown above in
Section II.

As shown, the controller cluster 2450 generates and dis-
tributes (i) logical router configuration data to the three gate-
way hosts 2405-2415 in order to configure the [.3 gateways in
the namespaces 2420-2430 and (ii) BGP configuration data to
the gateway host 2440 in order to configure the BGP daemon
operating in the namespace 2440. This enables the namespace
2445 to open one or more BGP sessions with the external
router 2435 and advertise route information to the external
router indicating the three L3 gateways as possible next hops
for the IP addresses of the logical network.

V1. Electronic System

Many of the above-described features and applications are
implemented as software processes that are specified as a set
of instructions recorded on a computer readable storage
medium (also referred to as computer readable medium).
When these instructions are executed by one or more process-
ing unit(s) (e.g., one or more processors, cores of processors,
or other processing units), they cause the processing unit(s) to
perform the actions indicated in the instructions. Examples of
computer readable media include, but are not limited to,
CD-ROMs, flash drives, RAM chips, hard drives, EPROMs,
etc. The computer readable media does not include carrier
waves and electronic signals passing wirelessly or over wired
connections.

In this specification, the term “software” is meant to
include firmware residing in read-only memory or applica-
tions stored in magnetic storage, which can be read into
memory for processing by a processor. Also, in some embodi-
ments, multiple software inventions can be implemented as
sub-parts of a larger program while remaining distinct soft-
ware inventions. In some embodiments, multiple software
inventions can also be implemented as separate programs.
Finally, any combination of separate programs that together
implement a software invention described here is within the
scope of the invention. In some embodiments, the software
programs, when installed to operate on one or more electronic
systems, define one or more specific machine implementa-
tions that execute and perform the operations of the software
programs.

FIG. 25 conceptually illustrates an electronic system 2500
with which some embodiments of the invention are imple-
mented. The electronic system 2500 can be used to execute
any of the control, virtualization, or operating system appli-
cations described above. The electronic system 2500 may be
a computer (e.g., a desktop computer, personal computer,
tablet computer, server computer, mainframe, a blade com-
puter etc.), phone, PDA, or any other sort of electronic device.
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Such an electronic system includes various types of computer
readable media and interfaces for various other types of com-
puter readable media. Electronic system 2500 includes a bus
2505, processing unit(s) 2510, a system memory 2525, a
read-only memory 2530, a permanent storage device 2535,
input devices 2540, and output devices 2545.

Thebus 2505 collectively represents all system, peripheral,
and chipset buses that communicatively connect the numer-
ous internal devices of the electronic system 2500. For
instance, the bus 2505 communicatively connects the pro-
cessing unit(s) 2510 with the read-only memory 2530, the
system memory 2525, and the permanent storage device
2535.

From these various memory units, the processing unit(s)
2510 retrieve instructions to execute and data to process in
order to execute the processes of the invention. The process-
ing unit(s) may be a single processor or a multi-core processor
in different embodiments.

The read-only-memory (ROM) 2530 stores static data and
instructions that are needed by the processing unit(s) 2510
and other modules of the electronic system. The permanent
storage device 2535, on the other hand, is a read-and-write
memory device. This device is a non-volatile memory unit
that stores instructions and data even when the electronic
system 2500 is off. Some embodiments of the invention use a
mass-storage device (such as a magnetic or optical disk and
its corresponding disk drive) as the permanent storage device
2535.

Other embodiments use a removable storage device (such
as a floppy disk, flash drive, etc.) as the permanent storage
device. Like the permanent storage device 2535, the system
memory 2525 is a read-and-write memory device. However,
unlike storage device 2535, the system memory is a volatile
read-and-write memory, such a random access memory. The
system memory stores some of the instructions and data that
the processor needs at runtime. In some embodiments, the
invention’s processes are stored in the system memory 2525,
the permanent storage device 2535, and/or the read-only
memory 2530. From these various memory units, the process-
ing unit(s) 2510 retrieve instructions to execute and data to
process in order to execute the processes of some embodi-
ments.

The bus 2505 also connects to the input and output devices
2540 and 2545. The input devices enable the user to commu-
nicate information and select commands to the electronic
system. The input devices 2540 include alphanumeric key-
boards and pointing devices (also called “cursor control
devices”). The output devices 2545 display images generated
by the electronic system. The output devices include printers
and display devices, such as cathode ray tubes (CRT) or liquid
crystal displays (LCD). Some embodiments include devices
such as a touchscreen that function as both input and output
devices.

Finally, as shown in FIG. 25, bus 2505 also couples elec-
tronic system 2500 to a network 2565 through a network
adapter (not shown). In this manner, the computer can be a
part of a network of computers (such as a local area network
(“LAN”), a wide area network (“WAN”), or an Intranet, or a
network of networks, such as the Internet. Any or all compo-
nents of electronic system 2500 may be used in conjunction
with the invention.

Some embodiments include electronic components, such
as microprocessors, storage and memory that store computer
program instructions in a machine-readable or computer-
readable medium (alternatively referred to as computer-read-
able storage media, machine-readable media, or machine-
readable storage media). Some examples of such computer-
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readable media include RAM, ROM, read-only compact
discs (CD-ROM), recordable compact discs (CD-R), rewrit-
able compact discs (CD-RW), read-only digital versatile
discs (e.g., DVD-ROM, dual-layer DVD-ROM), a variety of
recordable/rewritable DVDs (e.g., DVD-RAM, DVD-RW,
DVD+RW, etc.), flash memory (e.g., SD cards, mini-SD
cards, micro-SD cards, etc.), magnetic and/or solid state hard
drives, read-only and recordable Blu-Ray® discs, ultra den-
sity optical discs, any other optical or magnetic media, and
floppy disks. The computer-readable media may store a com-
puter program that is executable by at least one processing
unit and includes sets of instructions for performing various
operations. Examples of computer programs or computer
code include machine code, such as is produced by a com-
piler, and files including higher-level code that are executed
by a computer, an electronic component, or a microprocessor
using an interpreter.

While the above discussion primarily refers to micropro-
cessor or multi-core processors that execute software, some
embodiments are performed by one or more integrated cir-
cuits, such as application specific integrated circuits (ASICs)
or field programmable gate arrays (FPGAs). In some embodi-
ments, such integrated circuits execute instructions that are
stored on the circuit itself.

As used in this specification, the terms “computer”,
“server”, “processor”, and “memory” all refer to electronic or
other technological devices. These terms exclude people or
groups of people. For the purposes of the specification, the
terms display or displaying means displaying on an electronic
device. As used in this specification, the terms “computer
readable medium,” “computer readable media,” and
“machine readable medium” are entirely restricted to tan-
gible, physical objects that store information in a form that is
readable by a computer. These terms exclude any wireless
signals, wired download signals, and any other ephemeral
signals.

While the invention has been described with reference to
numerous specific details, one of ordinary skill in the art will
recognize that the invention can be embodied in other specific
forms without departing from the spirit of the invention. In
addition, a number of the figures (including FIGS. 5, 8,9, and
19) conceptually illustrate processes. The specific operations
of these processes may not be performed in the exact order
shown and described. The specific operations may not be
performed in one continuous series of operations, and differ-
ent specific operations may be performed in different
embodiments. Furthermore, the process could be imple-
mented using several sub-processes, or as part of a larger
macro process. Thus, one of ordinary skill in the art would
understand that the invention is not to be limited by the
foregoing illustrative details, but rather is to be defined by the
appended claims.

We claim:

1. A network system comprising:

a first plurality of host machines hosting virtual machines
that connect to each other through alogical network; and

a second plurality of host machines hosting virtualized
containers that operate as gateways to process packets
entering the logical network from external sources,
wherein each of the virtualized containers advertises
itself to an external router as a next hop for packets
entering the logical network such that the external router
uses equal-cost multi-path forwarding to distribute the
packets across the virtualized containers on the second
plurality of host machines.
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2. The network system of claim 1, wherein each of the
virtualized containers operates a routing protocol application
that peers with the external router.

3. The network system of claim 2, wherein the routing
protocol application uses Border Gateway Protocol (BGP) to
peer with and exchange routing information with the external
router.

4. The network system of claim 1, wherein a first one of the
virtualized containers peers with the external router and a
second external router, wherein a second one of the virtual-
ized containers peers with the external router and a third
external router.

5. The network system of claim 1 further comprising a set
of network controllers for managing the first and second
pluralities of host machines by generating and distributing
data to provision the managed forwarding elements and vir-
tualized containers.

6. The network system of claim 5, wherein the set of
network controllers comprises:

a first network controller for generating the data for provi-

sioning the virtualized containers; and

a plurality of additional network controllers for receiving
the generated data from the first network controller and
distributing the data to the second plurality of host
machines.

7. The network system of claim 1, wherein the virtualized

containers are namespaces.

8. The network system of claim 1, wherein each of the
virtualized containers comprises a routing table for routing
packets received from the external router.

9. The network system of claim 1, wherein the virtual
machines are a first set of virtual machines, the virtualized
containers are a first set of virtualized containers, and the
particular external router is a first external router, the network
system further comprising:

a third plurality of host machines hosting a second set of
virtual machines that connect to each other through a
second logical network; and

a fourth plurality of host machines hosting a second set of
virtualized containers that operate as gateways to pro-
cess packets entering the second logical network from
external sources, wherein each of the virtualized con-
tainers in the second set advertises itself to a second
external router as a next hop for packets entering the
second logical network such that the second external
router uses equal-cost multi-path forwarding to distrib-
ute the packets entering the second logical network
across the second set of virtualized containers on the
fourth plurality of host machines.

10. The network system of claim 9, wherein the second
plurality of host machines and the fourth plurality of host
machines have at least a particular host machine in common.

11. The network system of claim 10, wherein the first and
second external routers are the same router, wherein the par-
ticular host machine comprises a managed forwarding ele-
ment that determines whether to send packets received from
the external router to the virtualized container on the particu-
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lar host machine for the first logical network or the virtualized
container on the particular host machine for the second logi-
cal network.

12. For a first virtualized container operating on a first host
machine as a first gateway for processing traffic between a
logical network implemented in a managed network and an
external network, a method comprising:

transmitting route advertisement messages to a physical

router in the external network, the route advertisement
messages identifying the first gateway as a next hop for
packets with destination network addresses within a
range of addresses assigned to virtual machines of the
logical network; and

as a result of at least a second virtualized container oper-

ating on a second host machine as a second gateway
transmitting similar route advertisement messages to the
physical router, receiving only a first portion of traffic
sent from the physical router to the logical network,
wherein the second virtualized container receives a sec-
ond portion of the traffic sent from the physical router to
the logical network.

13. The method of claim 12, wherein the route advertise-
ment messages comprise Border Gateway Protocol (BGP)
Update messages.

14. The method of claim 12 further comprising:

receiving route advertisement messages from the physical

router that identify the physical router as a next hop for
packets with destination network addresses in a set of
network addresses; and

using the received route advertisement messages to update

a routing table of the virtualized container.

15. The method of claim 14 further comprising distributing
information from the received route advertisement messages
to a set of network controllers that manages the logical net-
work.

16. The method of claim 12 further comprising, prior to
transmitting the route advertisement messages, establishing a
route information exchange session with the physical router.

17. The method of claim 12, wherein the physical router
uses an equal-cost multi-path algorithm to distribute traffic
between the first and second virtualized containers.

18. The method of claim 17, wherein the physical router
uses a hash function of source and destination addresses of a
packet in order to determine to which of the first and second
virtualized containers to send the packet.

19. The method of claim 12, wherein a plurality of addi-
tional virtualized containers operating on a plurality of host
machines as gateways transmit similar route advertisement
messages to the physical router, wherein the physical router
distributes the traffic sent to the logical network between the
first, second, and plurality of additional virtualized contain-
ers.

20. The method of claim 12, wherein the similar route
advertisement messages advertise the second gateway as a
next hop for packets with the same destination network
addresses.



